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I. INTRODUCTION

The main objective of our proposal was to demonstrate possibilities of using Bragg
multiple-quantum-well (BMQW) structures as tunable optical elements of optoelectronic
and all optical circuits, and to suggest possible structural designs ready for experimental
implementation. To achieve this objective several tasks have been identified in the proposal.
These tasks included theoretical modeling of exciton characteristics in quantum wells (QW),
developing efficient theoretical tools for studying optical spectra of BMQWs and identify-
ing structures with the most promising optical characteristics. While some of the initially
proposed directions and approaches had to be modified in the course of the research, all
the main objectives of the project were successfully accomplished. We can identify several

tangible outcomes of the project:

1. A novel, more accurate and universal, approach to calculating exciton energies and
oscillator strengths in QWs was developed and a computer code implementing this

approach was designed.

2. A method of all optical switching and modulation in defect BMQW structures based
on screening of the external electric field by photo-excited carriers was suggested and

analyzed theoretically.

3. Parameters of several structures with optimal for tunable optical switching applications
characteristics were identified and recommendations for their experimental realization

were formulated.

4. A non-trivial effect of the electric field and interface correlations on inhomogeneous

broadening of excitons in QWs was discovered.

5. A new approach allowing for analytical analysis of optical spectra of generic one-
dimensional resonant photonic crystals (of which BMQWs are an example) was devel-

oped.

6. A method to increase the width of the polariton bandgap by at least 40% by designing

periodic structures with complex elementary cells was demonstrated.




Results obtained within this project made a significant contribution in understanding of
optical processes in semiconductor based photonic crystals and a synergy between micro-
scopic characteristics of semiconductor heterostructures and their macroscopic (at the scale
of the wavelength) arrangement. This contribution is documented in 14 papers published
in leading journals and 2 papers submitted for publication, as well as in 21 presentations
at scientific conferences and colloquia. In the subsequent sections of the Report we present
our main scientific results in more details.

Work on the project also contributed significantly to developing human resources: two
graduate students and two post-docs took part in this project. One of the students has
graduated with the bulk of his dissertation based on the results obtained within this project,
another student is near completion of his thesis. One of the post-docs is working currently

at the Naval Research Lab.

II. EXCITONS IN SINGLE QUANTUM WELLS
A. Novel approach to calculations of exciton binding energies

In this part of the project we suggested a novel approach to calculating exciton energies in
semiconductor QW, which is based on application of the ideas of the self-consistent Hartree
method to the excitons in QWs. The idea of this approach is that instead of imposing a
particular functional dependence on the envelope wave function, as is done in the previous
approaches,’1* we present it as a special combination of some unknown functions, which
depend on fewer than the total number variables. Applying the variational principle to this
combination we derive a system of equations describing both the motion of electrons and
holes in the direction of confinement, and the relative two-dimensional in-plane motion of
the exciton. Effective potentials entering these equations have to be found self-consistently

15-18 gur approach takes

along with the wave functions. Unlike the perturbative methods,
into account the Coulomb mixing of the electron and hole sub-bands in a non-perturbative
way, and is expected to give more accurate results even for the cases when such mixing is
important.

This approach has a number of advantages compared to the previous methods. First of

all, in its most general statement it must give better results for the exciton energy because




we span a much larger functional space in the search for the minimum. Second, as it is
discussed below, this approach automatically gives a self-consistent description. Third, the
approach can be naturally expanded to more complicated systems such as asymmetric QWs,
and also allows for incorporating external electric and magnetic fields, stress, and disordered
potential acting on electrons and holes in the QW because of inherent inhomogeneities of
the structure. All these effects, which modify the single particle part of the Hamiltonian,
appear automatically in self-consistent equations for the variational functions.

Applying variational approach to a function of the following form

oot (7, Ze, 2n) = P(T)xe(2e) X1 (21), (1)

where the first term corresponds to exciton center-of-mass motion, while two other terms
describe “single-particle” motion of electrons and holes, respectively, in the confinement
direction. Such a separation, however, is only possible in the zero order approximation,
and in the final self-consistent solution each of these functions are influenced by all other
functions. Main equations of our method, which take into account the discontinuity of
electron and hole masses across interfaces between wells and barriers have the following

form:

[He +Ve(ze):l Xe(ze) = EeXe(ze), (2)
[Hn+ Va(z)] xn(zn) = Enxn(za), (3)
[aK: + V. ()] ¥(r) = Ex(r), (4)
where H, ) is the single-particle electron (hole) Hamiltonian describing their motion in the

confinement direction, K, is the exciton kinetic energy, a = (xexh|——~—)|xexh) is a

,U_L(ze, Z
coefficient appearing as a manifestation of the mass mismatch effect (1, is an reduced mass

of the electron-hole pair for the in-plane motion), and the effective potentials are defined as:

V() = (XeXn|Vren|XeXn), (5)
—V_e,h(ze,h) = <Q/)Xh,e|‘/reh|th,e>- (6)

The angle brackets indicate the integration over two of three independent variables. As it
can be seen, « is identically equal to unity in case of absence of the mass mismatch effect and
approaches p¥/p8 with increasing width of the QW. The initial form of the electron-hole

interaction potential V, takes into account dielectric discontinuity and is obtained by solving
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a Poisson equation for a layered system.!® The total energy of the electron-hole pair is given

by the expression:
= (U|H|V) = E. + Ep + Ex — {xe[Velxe) = (xalValxa). (7)

In order to obtain solution for Eqgs. (2)-(4) we apply the method of successive iterations.
Expecting that the renormalization of the conﬁning potentials is not very strong, we obtain

the zero-order approximation by setting Ve » = 0 and solving equations
0 0) (0
HepXen(#) = EqiXoh- (8)

The calculated eigenfunctions Xfa ;),(Ze ») are then substituted into integral (5) in order to find

Vﬁo)(r), a zero approximation for V,.(r):
70
V. (r) = OO Ve x5 (9)

The next step is to substitute the obtained effective potential into Eq. (4):

ok, + 70 (1)] pO(r) = EQvO(r) (10)

which describes properties of a two-dimensional electron-hole pair interacting via the effec-
tive potential V,(.O) (r). This potential is the result of quantum-mechanical averaging of the
Coulomb potential with zero-order wave functions XEP’, xg)).

Substituting calculated zero-order wave functions 1 (r), Xi?,)l(ze,h) in Eq. (6) we can
compute a correction to the QW electron and hole confined potentials VS,)L(ze,h) due to

electron-hole interaction:
(1)
Ver(zen) = @OXNVrenlp@x(). (11)

This process is continued until potentials are self-consistent with a desired degree of accuracy.

The condition of self-consistence can be presented in the following form
@IV ™) = (V) ~ 06773 ™). (12)

The system of equations (2)-(11), including the self-consistency condition (12), represents
the complete set of equations required to find the minimum value of the ground state energy

of the exciton described by the factorized form (1) of the trial function W. The details of




TABLE I: Parameters of the materials used in the calculations: gap energy (Egqp), conduction band
offset (AE./AEy), Luttinger parameters (y; and +;), effective mass of the electron in conduction
band (m}), dielectric constant (), units of length (ap) and energy (Eg). ap and Ep are given

only for the well materials. Luttinger parameters correspond to the heavy-hole effective mass.

Material ~ Egqp (eV) AE/AE; 71 v2 mi(mg) e ¢ ap (A) Ep (meV)

GaAs 1.518 6.85 2.1 0.0665 12.53 159 7.23
60% 0.043
Alp4GapeAs  2.163 4.67 1.17 0.0895 11.5
Ing53GagarAs  0.813 11.0 4.18 0.041 13.9 291 3.56
40% 0.049
InP 1.423 5.15 0.94 0.0803 12.6

calculations of the effective potentials (5) and (6) as well as the respective computer code
are given in Appendixes A and B, respectively.

The calculations were performed for two different material systems: GaAs/Aly4GaggAs
and Ing 53Gag.a7As/InP, which have been extensively studied in the past so that our calcu-
lations can be compared with previous results. The concrete parameters of these structures
used in our calculations are listed in Table I. In order to compare our method with the
standard variational approach we calculated the dependence of the binding energy of the
heavy-hole exciton in GaAs/Aly4GaggAs and Ings3Gag 47As/InP structures on the width of
the quantum well. These calculations are compared with the results obtained by a standard
variational method in Ref. 19. The authors of that work calculated binding energy using a

trial function with two variational parameters:

(0.208) = x0 (=P N = ) ), (13

where u, 5(2.,) are single-particle one-dimensional wave functions describing confinement of
the electrons and holes in the well.

The results of our calculations are presented in Figs. 1 and 2, where we plotted the
dependence of the binding energy of a heavy-hole exciton in a GaAs/Aly4GaggAs and
Ing 53Gag.47As/InP structures as a function of well width for several different approximations:
without any mismatches, with mass or dielectric mismatch only, and with both mismatches
taken into account simultaneously. Comparing the results of our calculations with those of
the standard variational approach one can see that our method gives better (meaning lower)

values for the exciton energy for entire considered range of QW thicknesses and for both
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FIG. 1: Dependence of the binding energy of a HH exciton in a GaAs/Aly4GaggAs single QW
on the width of the well. Curves represent different parameters of the well and barrier materials
with and without mass mismatch (mm) and dielectric mistmatch (dm): mm and dm (solid line),
only dm (dotted line), only mm (dashed dotted line) and dashed line doesn’t have any mismatch.
Comparison with the results of the standard variational approach (short dashed line) is based on

data taken from Ref. 19 and includes both mismatches.

considered material systems.

B. New variational approach to quantum confined Stark effect

Since we intended to use an electric field as a switching and/or tuning mechanism in the
suggested MQW structures, it was necessary for us to have an effective method for calculating
electric field induced changes in exciton frequencies and oscillator strengths. While these
effects have been rather well studied previously, the existing methods were insufficient for
our objectives because, first, most of them used a mode of infinite potential well 223 which
was not applicable to our situation, and, second, they were not able to deal with the electric
field induced broadening of exciton levels. To address these issues we adopted a method

of complex scaling, widely used in atomic physics to deal with atomic resonances, to the




T T v T M i T
| In, ;,Ga, ,As/InP |
ot o variational, ~ m=m_ & xe, |
I — self-consistent, m =m_ ¢ =& 1
w b w
8} - - - -self-consistent, m =m_ ¢ #¢
/ w b w
< [ —-— self-consistent, m#m_ &= |
s . =
@ TH, — — self-consistent, m =m_ ¢ =¢
E -"I AN b w b Tw]
~ H N
x 6 I NG
v . \.
L £ ~. ~
! . -——— T~ T
L. - T s S, TS
5 R / =Rt - - e
'/ §- -
4, .
[
3 1 1 L 1 1 1 " 1

0 20 40 60 80 100 120 140
L (A)

FIG. 2: Dependence of the binding energy of a HH exciton in a Ings3Gaga7As/InP single QW
on the width of the well. Curves represent different parameters of the well and barrier materials
with and without mass mismatch (mm) and dielectric mistmatch (dm): mm and dm (solid line),
only dm (dotted line), only mm (dashed dotted line) and dashed line doesn’t have any mismatch.
Comparison with the results of the standard variational approach (short dashed line) is based on

data taken from Ref. 19 and includes both mismatches.

exciton problem. As far as we know, that was the first such attempt that proved to be
rather successful.

The complex scaling (also known as complex coordinates, coordinate rotation) approach
was developed in the 1970s to deal with resonances in atomic and molecular physics and
chemistry.?*2?> This approach addressed the main conceptual problem in dealing with the
resonances: because of the inherent finite life-time, they cannot be described as stationary
states of a system with the Hermitian Hamiltonian. As a result, an arsenal of powerful
methods for calculating eigenvalues and eigenfunctions of “normal” bound states becomes
useless in the case of resonances. The main idea of the method is to introduce such a
transformation of an original Hamiltonian that would produce a non-Hermitian Hamiltonian,
whose complex eigenvalues would give the positions and the widths of the resonances.

One of the simplest realizations of this idea is to introduce a complex scaling of coordi-




nates in an original Hamiltonian, H , 7 — 7exp (6), which can be described as a similarity

transformation of the Hamiltonian

H(9) = $(0)A51(9), (14)
where the complex scaling operator S is defined as
Sf(r) = f(re®). (15)

The physical meaning of this transformation can be illustrated by applying it to a typical

asymptotic form of a scattering wave function for a potential vanishing at infinity
Y(r — o0) x exp (ikr), (16)

where r is a radial coordinate and & is a wave number. If one tries to describe a resonance
as an eigenvalue problem with a boundary condition given by Eq. (16), the value of k will
come out complex, k =| k | e*, and the respective wave function will exponentially diverge

at infinity. If however, we apply transformation (15) to this wave function, it will become

S'w(T — 00) o eilklexplie-9)]
which with the proper choice of 8 can be made square integrable. This example illustrates
the main idea of the complex scaling: with an appropriate choice of the transformation
parameter 8, the transformed Hamiltonian, Iif (f) can be made to have square integrable
eigenfunctions with complex eigenvalues. Their real and imaginary parts are interpreted as
the energies and widths of the resonance respectively.

The independence of resonant eigenvalues on 6 lies at the foundation of various variational
schemes to calculating resonances within the complex scaling method. Since the transformed
eigenfunctions belong to L? Hilbert space, one can calculate the value of the energy following

the standard expression R
() H(O) ()
WORE) 1)

where, however, the traditional definition of the scalar product must be modified because

F =

of the non-Hermitian nature of the Hamiltonian. While the standard definition requires
complex conjugation of the function appearing at the left side of the product, the new rule

requires one to conjugate only those parts of the wave-function that would have been complex
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without the scaling transformation. Since exact eigenfunctions of the transformed Hamilto-
nian are usually not known, any kind of an approximate representation of these functions
would result in a #-dependence of the resulting resonance energies. It was suggested, there-
fore, that the approximate values must be stabilized with respect to the changes of §. Thus
6 plays a role here as an additional variational parameter. It should be understood, however,
that applying the variational principle to Eq. (17) one does not obtain an upper limit for
the energy as in the case of regular variational calculations. Nevertheless, it was found in
numerous calculations of resonances in molecular and atomic physics that stabilization with
respect to @ is key to successful application of complex scaling.?

In order to realize complex scaling in the exciton problem, we choose the trial exciton

function in the following form:
‘Iltrial (7', Zey zh) = Xe (zee'—iee )Xh (zhe-ieh)w('re—ier ) . (18)

where the first two functions obey single particle equations for electrons and holes respec-
tively. These equations solved with rotated Siegert boundary conditions yield complex en-
ergy values, W, 5, but because of the dilatation transformation the respective wave functions
are square integrable despite the presence of an electric field. This fact makes these functions
suitable for calculating an effective potential, V,(r), that enters an equation determining

the last of the functions in Eq. (18):
[ (r) + Vo(r)] plre™) = Witp(re ™) (19)
where V,.(r) is defined according to

V(1) = (xexn|Veen(R) [ XeXn)- (20)

The inner product, designated in Eq. (20) as (-- ) is understood as a bi-orthogonal product
and implies, as usual, integration of the Coulomb potential with corresponding wave func-
tions over electron and hole z-coordinates, but unlike regular normal product in problems
with Hermitian hamiltonians, it does not involve complex conjugation. The corresponding

value of the total quasi-bound energy W = E — iI'/2 can be found as
W = (U|H|T) = W, + W), + Wy (21)

The main advantage of the approach described above is that it allows one to calculate,

in principle, not only field-induced single-particle widths I';, but the ezciton width T'x as

9




well, which describes a renormalization of the electron-hole pair lifetime by the effective
interaction. In this project we limited our attention to a particular case of shallow QWs, for
which electric field induced broadening is of a greater importance than for deeper wells. We
showed that in this case single-particle energies and life-times can be with a good accuracy

described by an approximate wave functions of the following form

Xer (27, 8,0) = X0 (2, 5,0) = \/ko(1 — B2)e~ exp [ko (—|2] + BZ)], (22)

where variational parameters # and 6 are allowed to be complex with the only restriction
Re(B) < 1, which is dictated by the square integrability of the biorthogonal scalar product of
this function. Applying the complex variational principle we obtain the following equations

for the energy .
fBe’
- (23)

After performing a variation of independent variational parameters 3, 8 and simple algebraic

K2(8,0) = (1 - B%) (2¢7 — i) 4

manipulations we obtain the following equations for their optimal values:
e—i0 =1- :B2, (24)
—f+28-3f3%—26% —126° + 28487 — 226° + 64 = 0. (25)

For small fields, all but the first two terms on the left hand side of Eq. (25) can be
omitted, and we obtain 8 = f/2. The corresponding value for energy shift ep — 1 &~ f2/4,
which differs from a result obtained by a usual perturbation treatment of the Airy equation
only by a factor of 1.25. For moderate values of the electric field this variational energy is
even closer to the exact value than the perturbative result. Including in the approximate
solution of Eq. (25) the third quadratic term of its 1.h.s we obtain a modified solution

from which it is seen that when the electric field exceeds a critical value f = f.. =1/ V3=

B =

0.58, a square-root singularity appears, and the corresponding energy acquires an imaginary

part. The exact solution of Eq. (25) moves this critical value to lower fields:
for 0416, B =1/3. (27)

Thus, the combination of the complex scaling and variational approaches allows us to

find not only the real part of the electric field induced shift of the single-particle energy, but

10
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FIG. 3: The real part eg of the normalized energy x2? as a function of normalized electric field
f =2mF/k3. The solid line represents the exact solution in terms of Airy functions. The dashed
line shows the quadratic behavior of perturbative solution for small f. The dot-dashed line is the
real part for the energy, Eq. (23), obtained with the help of a variational method with a trial

function (22).

also its imaginary part. Of course, the presence of the ionization threshold at f.. predicted
by the variational calculations does not correctly reproduce the type of the singularity in the
field dependence of the resonance width (this hardly can be expected from any variational
approach), it gives a remarkably good description of both the real and imaginary parts of
the energy at values of electric field exceeding f... At smaller fields the difference between
exact zero given by our approach for the imaginary part and exponentially small value
obtained from the exact solution is also negligible. In order to illustrate this f)oint we
plot the dependencies of the real and imaginary parts of variational energy, Eq. (23), on
the normalized electric field, obtained from the solutions of Egs. (24) and (25) in Figs. 3
and 7. One can see that the variational results for the real and imaginary parts of the
energy are in very good agreement (especially in the case of small and moderate fields) with
the results of the exact solution of the single particle equation obtained with the help of
Airy functions. Using these results we were able to calculate the effective electron-hole
potential modified by electric field, and, respectively, corrections to electron-hole energy due

to Coulomb interaction. We showed that these corrections had real and imaginary parts,
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FIG. 4: The imaginary part €5 of the normalized energy x? as a function of normalized electric field
f=2mF/ /cg. The solid line represents the exact solution of in terms of Airy functions. The dashed
line shows the exponential non-analytical growth of the perturbative solution. The dot-dashed line
is the imaginary part for the energy, Eqs. (23, obtained with the help of a variational method with
a trial function (22). The insert shows the behavior of the real and the imaginary parts of the

variational parameter f for the trial function (22).

which corresponded to exciton binding energy and Coulomb corrections to exciton field
ionization rates. Results for the real and imaginary parts of the exciton binding energy are
presented in Figs. 5,6, where we also plot single-particle electron hole contributions, and the

total exciton energy and its width, defined by Eq. (21).

C. Effects of electric field on inhomogeneous broadening of quantum well excitons

An important part of this project was concerned with understanding of broadening mech-
anisms for QW excitons, especially in the presence of the external electric field. While the
inhomogeneous broadening of excitons in QWs was studied extensively,?6-3! the effects due
to the electric field have been given very little attention so far. At the same time, for this
project these effects are very important, and thus it is only natural that we carried out the
first study of electric field effects on the inhomogeneous broadening of QW excitons.

We demonstrated in this project that the main effect of the electric field is due to modi-
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FIG. 5: The dependence on the electric field for the total (solid line), the exciton (dotted-dashed
line), and the net hole-electron (dashed line) imaginary parts of complex energies (widths). Data

are for L = 204 AlGaAs/GaAs SQW.
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FIG. 6: The dependence on the electric field for the total (solid line), and the net hole-electron

(dashed line) real parts of complex energies. Energy is counted from the barrier band gap.

fication of the random potential caused by the field induced reconstruction of electron-hole
wave functions, while broadening due to Stark effect in moderate electric fields remains
rather small. We found that for QWs whose thickness, L, is smaller than some critical

value, L., an electric field reduces fluctuations of this potential resulting in a counterintu-
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itive narrowing of the exciton line width with the electric field. When L > L., the sign of
the electric field contribution to the line width changes and exciton lines becomes broader
with an increase of the field.

Our primary goal in this part of the project was to calculate the variance of the effective
random exciton potential, Vs, defined as W = /(V¢s;(R)?), which is the main quantity
responsible for manifestations of the inhomogeneous broadening. Usually, the effective ran-
dom potential acting on the exciton’s center-of-mass, for each type of disorder, is dominated

by heavy-hole contribution, and can be presented in the form

Veps = / U(R + myp/M; 2)9*(p)x4(2) & pdz. (28)

where U(R+my,p/M; z) is a microscopic random potential acting on the hole due to surface
roughness or alloy fluctuations, and functions ¥(p) and x(z) represents wave functions
characterizing motion of the excitons in the plane of the QW, and the hole motion in the
growth direction respectively. The microscopic potential describing the alloy disorder can
be presented as®!

Uaiioy(r) = ()8 (L?/4 — 2%) /N, (29)
where 6(z) is a step-function, N is the concentration of lattice sites (N = 4/a},, for zincblende
materials, a,; is a lattice constant), &(r) is the random fluctuation of the local concentration
of atoms in the alloy from the average value N, and o = dE,/dx characterizes the rate
of shift of the valence bands with composition . The interface roughness potential can be

presented in the following form3?
Uine(r) = Vo [m(p)é(z + L/2) — ma(p)(z — L/2)], (30)

where 6(z) is a 6-function, V5 is a hole off-set band energy. Random functions n; 2(p) with
zero mean characterize a deviation of the ith interface from its average position.

The statistical properties of alloy and interfacial roughness are characterized by the

correlators:2%:32:33

(€(r1)é(r)) = (1 —2)NG(|ry — 7o), (31)
mi(p1)n;(p2)) = K2 f:5¢(lp1 — pal), (32)

where h is an average height of interface inhomogeneity, and (---) denotes an ensemble

average. For the interface height-height correlator we assumed that the dependence of
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both diagonal and non-diagonal correlations on the lateral coordinates p is described by
the same function {(p). The diagonal elements f;; are different if two interfaces are grown
under different conditions, which happens naturally for GaAs based structures. (Growth
of a ternary alloy on GaAs occurs differently from growth of GaAs on the alloy; besides
using techniques of growth interruption one can significantly modify statistical properties of
the grown interfaces.) The non-diagonal element fi5(L/oy) introduces correlations between
different interfaces. The respective quantity, which can be called the cross- or wvertical-
correlation function,® is a function of the average width of the well and is characterized by
the vertical correlation length o). We showed that cross-correlations play a very important
role in QWs, and has to be taken into account in order to explain experimentally observed
exciton broadening.

We calculated the effective potential using exciton wave functions found with the help of
variational approach described in the previous section of this report. The results of these

calculations are summarized in the following expressions.

Wa(F) o [ 44" F2 (33)

WE(F) o [1§™ + 4" F + 4§ F?] (34)

where F represents the strength of the electric field and parameters +y; are monotonic func-
tions of the QW width. These expressions show that in the range of parameters where the
Stark broadening is exponentially small, there exists a strong power law field dependence of
inhomogeneous exciton broadening caused by the field induced changes in the variance of
the effective exciton potential.

A remarkable feature of Egs. (33) and (34) is the presence of a linear-in-field term in
the interface roughness contribution with factor 'y§i"t)(L) o (fi1 — f22)- One can see that
this term results from asymmetry between two interfaces of the well, which manifests it-
self through different roughnesses, fi; # fa2. The presence of the linear term gives rise to
an interesting effect: one can switch between field induced narrowing or broadening of the
exciton line by simply changing the polarity of the applied field. In GaAs based heterostruc-
tures the interface asymmetry appears naturally because of the polar nature of GaAs, and
thus, this effect should play an important role in electric field dependence of the exciton
broadening in GaAs quantum wells. Quadratic in the field terms in Egs. (33) and (34) also

possess nontrivial properties . We showed that the respective coefficient 7y, changes sign as
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FIG. 7: The field dependent part of the variance, AW2, = Q [’ylF + 7o F 2], as a function of QW
widths for interface roughness contribution with different corrugation at interfaces (f11 =4, faa =
1) for three fixed electric fields: F/Fy = 0.1,0.5,1.5. Inset: AW}2, as a function of electric field
for three QW widths: L/Ly = 0.3 (dashed), L/Ly = 0.55 (dotted-dashed), and L/Ly = 3 (solid).
Note that L/Lg = 0.55 corresponds to the case, when second order term in the field dependence

changes sign. (see text).

a function of the thickness of the well: its negative for narrower well and positive for wider

ones. This intriguing behavior is illustrated in Fig. 7.

III. OPTICAL PROPERTIES OF BRAGG MULTIPLE-QUANTUM-WELL
STRUCTURES

A. Spectral engineering with MQW structures

Preliminary studies of the optical spectra of BMQW structures, carried out by us before
the start of the work on the current project,343¢ showed that the transmission and reflection
spectra of BMQW structures can be significantly modified by deliberately introducing defects
into the structures. Those findings laid the foundation for the current project, but they were
conducted for ideal structures. Therefore, our first task was to incorporate into consideration

homogeneous and inhomogeneous broadenings of the excitons. We carried out first studies
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FIG. 8: A MQW structure with a defect.

of the effects of the inhomogeneous broadening on the BMQW structures with defects,
and as a by-product we developed a solid theoretical foundation for the effective medium
approximation, which has been used previously for calculation of optical properties of ideal
BMQW structures on a heuristic basis. We proved that the reflection coefficient of a QW
with an in-plane disorder with a good accuracy is determined by an average value of the
exciton susceptibility (neglecting exciton spatial dispersion). Thus, the optical properties of
inhomogeneously broadened QW excitons can be described by replacing a susceptibility of
an ideal system

x(w) = —0 (35)

- Wy —w — ’L’)/,
where wy is the exciton resonance frequency, =y is the exciton relaxation rate due to inelastic

processes, I'y inverse radiative life-time of excitons with an effective susceptibility

X = /Wof(wo)a‘ojz—_i;- (36)

where f(wp) is the distribution function of the exciton frequencies. The inhomogeneous
broadening is characterized, in this approach, by the variance of f(wp). Using this approach
we analyzed reflection and transmission spectra of a BMQW structure with so called Q-
defect, which consists of N = 2m + 1 quantum well-barrier layers which are all identical
except for one, at the center, where the QW has a different frequency of the exciton resonance
(Fig. 8). Such a defect in GaAlAs/GaAs system can be produced either by changing the
~concentration of Al in the barriers surrounding the central well,3738 or the width of the
well itself*® during growth. To describe spectral properties of such a structure we needed to

calculate total transfer matrix through the MQW structure:
M=T,.. T,T,1...T, (37)
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where T}, and Ty are the transfer matrices through the host and defect layers, respectively,
described by the reflection and transmission coefficients 7,4 and ¢54. The possibility of
an analytical analysis of the spectral properties is based on a convenient representation of

matrix M in the basis of eigenvectors of the host transfer matrix 7T},

e AM_ a A
M= ), (38)
—a_A CAM+
where A = N, R
2eFn 1
— +(Ag—=Ap) It 2= _
Mi=e + Soh sinh 2()\d An), (39)
and
sin ¢
A= - ) 4
Smho (Xa — Xxn) (40)
Here we introduced a., non-unit components of the eigenvectors of T},
— pTAn
0y =12 (41)
Th

and A4 are the eigenvalues of the host and defect QW’s transfer matrices obeying the

dispersion law in a periodic quantum well superlattice:40-42

1
cosh /\h,d = §TI' Th,d = COs ¢ — Xhd sin (25 (42)

A defect inserted into the structure leads to a modification of the reflection spectrum of the
MQW in the vicinity of the exciton frequency, wy, of the defect well. As it was expected,
we confirmed that the most prominent changes occur when wy falls into the polariton band-
gap of the host structure. A typical form of such a modification in broadened systems is
shown in Fig. (9), and is characterized by the presence of a closely positioned minimum and

maximum. We found it convenient to present the reflection coefficient in the form

To
= 4
raQw 1- Tadd’ ( 3)
where
2sinh(A) Xk
= =— 44
i - a,eA o + i coth(A) sinh Ay (44)

is the reflection coefficient of a pure MQW structure (without a defect) with the length N,

o = sing + xpcos @, and rqee introduces the modification of the reflection caused by the
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FIG. 9: A typical dependence of the reflection coefficient of a MQW structure with an embedded
defect well in a neighborhood of the exciton frequency of the defect well. The dotted line shows the
reflection for a lossless system, and the solid line corresponds to a broadened system (parameters

are taken for GaAs/AlGaAs).

defect
., sinh Ay + 4y sinh A
Tada = (Xa = Xn) sin ¢ Xncosh A —
1

. 4
X A(a + xncosh A) — xpsinh A (45)

This expression demonstrated that regardless of the value of the defect frequency wy, 7444
vanishes at frequencies w = wy because of the phase factor sin¢ = —mq, where ¢ is the

detuning from the Bragg resonance

W — Wp

; (46)
Wh

This is a significant for applications observation because it tells that in order to achieve a
substantial modification of the spectrum, it is necessary to choose wy as far away from wp,
as possible. In this case, however, we showed that the broadening of the host wells did not
affect the defect-induced features of the reflection spectrum.

We carried out a more detailed analysis of the reflection spectrum in the case of relatively
short structures, A < 1, which presents the most immediate interest for possible applica-

tions. In this case we found following approximate expression for the reflection coefficient,
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which is very convenient for qualitative analysis.

. i Q, ~ ToDy
N Wh ——w+z(’y+1_‘) 'I/].—‘o — FoDd,

(47)

where Dyj, = 1/xan, and T is the radiative width of the pure Bragg MQW structure, which
is N-fold enhanced because of the formation of a superradiant mode?*?

IoyN

= ——. 4
1 —4mgN (48)

Reflection spectrum in this case is characterized by the Fano-like behavior with reflection
minimum at w_ and a subsequent maximum at wy. It is significant that the Fano-like form
of the reflection survives even in structures as short as less than 10 periods. In this case we

derived following approximate expressions for frequencies w_ and w,

Y
_=wy— sy — — 4
W = Wy o (49)
where €, is defined as
Wqg — Wy
Q, = .
= (50)
and
. 1/~ Iy (5
Wy =wi+~ (% -9.)+ X (% +9) (51)

where Q, = /02 + 432 and 7 is the effective broadening defined by 4 = v + @A. The

values of the reflection at these points are

o |F|272N4
Rmm - (CUd—Wh)4(N_ 1)2’
I2(0 2
Ropaw = |F| (Qs + Qs) (52)

(ws — wr)?(200 + 77)2
Fig. 10 illustrates the Fano-like form of the reflection coefficient and also demonstrates that
our analytical formulas give a satisfactory description of the reflectivity in the vicinities of
the extrema for such short systems. An important technological characteristics relevant for
switching/modulating applications is the reflection contrast defined as defined as the ratio

of the maximum and minimum reflections 7 = R0/ Rmin,

1% [(wa = en)/ NV (53)

The highest values of the contrast in the structure under consideration are obtained when

the number of periods in the structure is small. For low temperature values of v, the contrast
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FIG. 10: Reflection coefficient near the exciton frequency of the shallow defect (solid line) for
N = 7. The dashed lines depict approximation using different expressions for the defect QW
susceptibility at the vicinities of the extrema. For reference, the reflection coefficient of a pure

MQW structure without a defect is also shown (dotted line).

can be as large as 10*. However, these large values of the contrast are accompanied by rather
small values of R,,.,. For switching or modulating applications, it would be useful to have
large contrast, and a large maximum reflection. We demonstrated that this can be achieved
in structures with multiple defect wells. Fig. 11 shows the results of numerical computations
of the dependence of R, and the contrast upon the number of defects. The structures
were constructed of several blocks, each of which is a 9-period long BMQW with a single
defect well in the middle.

One can see that, indeed, the spectrum of such multi-defect structures exhibits large
Ryoe (up to 0.8 for structures no longer than 80 periods), while preserving high values of
the contrast (of the order of 10*). We demonstrated, therefore, that the most promising for
switching applications is a BMQW structure with multiple defects, and that the good values
of the contrast can be achieved with experimentally readily available structures of no more

than 100 periods with about 10 defects per structure.
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squares, left scale) upon the number of the defects in BMQW structures.

B. Tuning and all optical manipulation of the optical spectra of defect BMQW

structures
1. Tuming

In this project we studied possibility to tune optical spectra of MQW structures using
electric field induced shift of exciton frequencies (quantum confined Stark effect) and also
realize an all-optical switching scheme. We suggested using QCSE to shift exciton frequencies
by about 10 meV and using angular dependence of the band structure to compensate the
ensuing de-tuning of the structure away from the Bragg resonance. We demonstrated that
it takes only small adjustment in the direction of propagation of light to compensate for the
shift of the exciton frequency, and that the structure of the spectrum does not suffer from
any serious distortions. To obtain this result we had to develop a general theory of optical
spectra of multiple-quantum-well structures for an arbitrary angle of incidence, polarization
state, and taking into account the contrast in the refractive indexes between wells and
barriers. One of the main achievements of our group in the course of working on this
project was developing highly effective analytical approach allowing analytical qualitative
and quantitative analysis of optical spectra of resonant photonic crystals.

A transfer-matrix describing propagation of light across well-barrier interfaces and a QW
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involves the product of three matrices Tw = Tyl Ty, Where

T, = e (1 — ix) | —iX (54)

5% e (1 +i¥)
is the transfer matrix through the QW, where ¢,, = wn,d,, cos8,/c, where d,, is the width
of the QW, n,, is the refractive index of the well, and 6,, is the angle between wave vector k
inside the QW, and the growth direction of the structure, €,. Effective susceptibility ¥ takes
into account the presence of excitons, which can be inhomogeneously and homogeneously

broadened, as it was explained in the previous Section of the report. Interfaces matrices

Tow, Ty are expressed in terms of Fresnel coefficients,

_ 1 [1p
Tyw = wal = Tp(p) =

=— , (55)
1+p p 1l

which contain all information regarding propagation direction and polarization of the inci-

dent radiation:

Ty, 08 0y — my cos by

"y, 08 By + 1y cOS Oy
_ My cos8, — nycosty
" g cos By + ny cos by,

Ps

(56)

Pr

for s (E L (k,&,)) and p (E || (k,€.)) polarizations respectively.
We discovered that the product of the transfer matrices Ty, T, Tws can be presented in

the form of the pure quantum well matrix, Eq. (54), but with renormalized parameters:

~ ei®u (1 —i5) —iS
Tw = TpwTwTwy = - - . (57)
1S e~ (1 +iS)
where the effective excitonic susceptibility, S, and the phase shift, (Z)w, are defined as
5~ 14+ p?—2pcos¢, sin ¢,
= 2
S=X 1= 2 +207— et
” 1 — pe~idw
’l(¢w-¢w) — e
e 1= peibe (58)

Taking into account the diagonal form of the transfer matrix through the barrier T} we
showed that the total transfer matrix through the period of the structure again has the form

of a single quantum well transfer matrix and is determined by Eq. (54) where the phase ¢,
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is replaced by a total phase ¢ = ¢, + ¢,,. This representation of the transfer matrix allowed
us to us all results obtained previously with the refractive index contrast neglected to this
most general case.

Next important innovation introduced by us in the course of working on this problem,
which enabled us to consider propagation of light through defect structures at an arbitrary

angle consisted in rewriting the transfer matrix (57) in the following form

T(6,5) = cos@ —isinfcoshfd  —isinfsinh g (59)
, isin @ sinh 8 cos @ + isinf cosh 8 ,

where the parameters of the representation, § and 3, are related to the “material” parameters

S and ¢,, entering the transfer matrix by

cosf =TrT/2 = cos ¢ + Ssin ¢,
coth B = cos ¢ — .S~ sin ¢. (60)

Due to the general character of the representations (59), the material parameters entering
Eq. (60) can be either the parameters of a single QW, Eq. (54) or the effective parameters
S and ¢, Egs. (57) and (58), of a barrier-well sandwich, or even parameters characterizing
the entire MQW structure as long as the latter possess the mirror symmetry.

Using this representation we showed that an expression for the transfer matrix Tx of
any sequence of identical blocks, including multiple-quantum-well structure, is described by
T(,0):

Ty = T(9,8)N = (NG, B). (61)

This expression immediately allowed us obtaining the general formula for the reflection
coefficient of such a structure
isinh 3
cot N§ +icosh 3’

N = (62)

This reflection coeflicient written in terms of the parameters # and 3 does not depend upon
the specific form of the transfer matrix and therefore Eq. (62) can be applied to a variety of
different structures. In particularly, this formalism allowed us to demonstrate the possibility
to compensate the shift of the exciton frequency by the change in the angle of propagation,
and confirm, therefore, our assertion that BMQW structures can be tuned with the help of

the électric field. This result is illustrated in the figure below, which demonstrates that the
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FIG. 12: The change of the reflection spectrum with the angle of incidence. The dotted line shows
the reflection at normal incidence. The solid and dashed lines show the reflection at 6, = /18 of
s- and p-polarized waves, respectively. The main plot corresponds to the structure that is tuned
to the Bragg resonance at normal incidence. The inset shows the reflection of a structure which is

tuned to the Bragg resonance at 6, = 7/18.

reflection spectrum of the structure detuned from the Bragg-resonance at normal incidence

can be restored to the regular Bragg form for an incident angle equal to 7/18.

2. All optical switching in BMQW structures

We demonstrated in this work that the Fano-like shape of reflection spectrum of BMQW
structures with multiple defects can be used for all optical switching between states with low
and high reflection. The contrast ratio for such a switch depends on the temperature and at
cryogenic temperatures can reach values as large as 10%. In this subsection we describe our
work on design of such a version of defect BMQW structures that would allow for all-optical
control of light reflection. The idea of our design is to use a combination of the quantum
confined Stark effect due to external electric field and non-coherent photo-excitation of
carriers in the barrier materials to control the strength of this field. A structure, in which
this idea can be realized is shown in Fig. 13. The “defect” QW differs from other QWs by
its exciton frequency and is separated from the rest of the structure by greater hight of its
barriers, Eg3 > Eg;. Thus, the whole structure can be treated as a defect region of length

d sandwiched between two MQWs (MQW1 and MQW?2) which are mirror images of each
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FIG. 13: Band diagram of the analyzed device.

other. The whole structure is assumed to be electrically isolated from the external circuit
by the large band offset at the ends of the structure, Eg4 > Egy. During the full cycle of the
switch/modulator operation the structure is biased, and the total potential V falls across
the device.

The switching is achieved by illuminating structure by a laser pulse with frequency above
the band gap of the BMQW barrier but below the band gap of the barriers defining the
“defect” and those separating the structure from the external circuit, Eg; < hf) < Eg3, Eg4.
Electrons and holes excited by the laser pulse quickly redistribute inside the structure and
screen the electric field inside MQW1 and MQW?2. While the fraction of the applied bias that
drops across the MQW parts of the device is significantly reduced by screening, the electric
field at the ends of the structure and in the regions adjacent to the defect significantly
increases, as well as the fraction of the applied bias that falls across the defect region.
This results in increase of the QCSE shifts in the defect, while in the rest of the structure
the QCSE shifts are reduced. As a result positions of the frequencies corresponding to
maximum/minimum reflection shifts, and by selecting bias and the concentration of photo-
excited carriers one can switch between low and higher reflection states.

We studied the effectiveness of screening in BMQW structures assuming that the carrier
distributions in QWs and in three-dimensional spectrum have come to equilibrium with
each other but recombination processes have not yet occurred and using Thomas-Fermi
approximation. Within this approximation the quasi-equilibrium distribution of carriers,
mentioned above, means the constant value of electrochemical potentials throughout the
structure:

(. = E% — ep(z) = conste, (, = E — ep(z) = consty, | (63)
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where (.5 are the electrochemical potentials for electrons and holes, E}’h are the corre-
sponding Fermi energies, and ep(z) is the potential energy of carriers in the self-consistent
potential ¢(z), which varies only in the direction perpendicular to the QWs. The densities

of mobile (i.e. those that belong to three-dimensional spectrum) electrons and holes are

given by
3/2
@) =2 (28 ) Funl(G. - B+ e fhaT], (64
3/2 ,
pn() =2 (22D ) " Runl(Bs -~ G - ep(s) fhaT). (63

In these equations m, are electron and heavy hole effective masses, kg is the Boltzmann
constant, T is the temperature, 7 is the Plank constant, whereas E,., denote the conduction
and valence band edges of the barrier material. F}/y(n) is the Fermi integral-1/2: F}j(n) =
(2/v/7) f;° dz+/z/ (exp (z — 1) + 1). The concentrations for the carriers bound in the QWs

are given by

mekpT al e 2
Ngw(z) = WZWo(z—Zg‘)I X
i=1

In{1+ exp((C ~ Eg + ep(2)) /ksT)] (66)
mrksT o= | 1 2

pqw(z) = v Z I%(z - zj)l X
In [1 + exp((Eg — ¢ — ep(2)) /kBT)] (67)

where 2" (z — z;) is the z-dependent part of the wave function for electrons/holes localized
in j-th QW, whereas Eg’h is the corresponding confinement energy (we assume that each QW
has only one subband). When applying Thomas-Fermi approximation to the carrier confined
in QWs, we neglected a quantum mechanical shift of electron and hole levels due to Stark
effect, but took into account that different wells feel different electrostatic potentials. Since
we were not interested in the details of the charge distribution inside the wells, and since the
width of the wells is much smaller than the inter-well spacing, we approximated the density
(- )| =8z—2)

The potential ¢(z) involved in the expressions for the charge densities was calculated self-

of charges bound to a QW as in infinitely thin charged plane, i.e.

consistently by solving the Poisson equation,

d2:lpz(22) - _%ﬁ [Pm(2) = m(2) + Pgu(2) — ngu(2)] (68)
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FIG. 14: Electric field at the end of the structure vs. optically induced carrier concentration for

different applied bias, N = 10.

with the boundary conditions ¢(0) = —=V/2, ¢(D) = V/2, where z = 0 and z = D are the
end points of the MQW structure, whereas V' is the applied bias. Egs. (64), (65), (66), (67),

and (68) were supplemented by the normalization conditions

/0 (m(2) + Tigu(2)) = /O (m(2) + Pgu(2)) = Dro, (69)

where ng is the average carrier density determined by intensity of the photo-excitation.
Numerical solutions of this system of equations proved that it was indeed possible to
significantly screen the electric field in the interior of the structure and significantly enhance
it at its ends. This conclusion is illustrated in Fig. 14, where the magnitude of the electric
field at one end of the structure is plotted versus concentration of photo-excited carriers.
We also simulated reflection spectrum of a short (10 periods) ideal BMQW structure in
the presence of the external field and phto-generated carriers in order to illustrate that the

photo-induced screening resulted in the shift of the reflection spectrum (see Fig. 15).

C. Enhanced of radiative coupling of excitons via manipulation of structure of

Bragg multiple-quantum-wells at macroscopic level

A key to further improvement of technical characteristics of BMQW-based devices lie in

enhancing radiative coupling between excitons. We showed that it is possible to achieve
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FIG. 16: A complex elementary cell with two different QWs

a significant enhancement of the coupling via structural manipulation of Bragg multiple-
quantum-wells at the macroscopical level.

We considered a periodic multiple-quantum-well structure with an elementary cell con-
sisting of two wells with different exciton frequencies (see Fig. 16). We showed that the

polariton dispersion law in such a structure can be presented in the following form
cos® (Kd/2) = Gy(w,d/2)Ga(w,d/2) . (70)
where functions G; (j = 1,2) are defined as
Gj(w,d) = coskd + n;(w) sinkd . (71)

Here 7; stands for exciton susceptibility in one or another well, and is characterized by two

different exciton frequencies, w; and w,. The boundaries between allowed and forbidden

29




bands in this case are defined by four frequencies, which, assuming that the radiative life-
time of excitons in both wells is the same, I'y, and that the period d satisfies the Bragg
condition at the average frequency @ = (w; + ws)/2, are defined by following expressions

2 2
W —o+ 2y /() +0}, of? o -2y (‘%) LAY, (72)

where we; = wy —w; and Ap is the width of the polariton stop-band in a BMQW structure
with a simple elementary cell. An important conclusion that we drew from these formulas
was that by requiring the frequency spacing ws; to satisfy the following condition we; =
V2A g, one can produce a spectral gap between two polariton branches equal to 2v/2Ag.
Thus, the stop-band in the structures with complex elementary cells can be significantly
increased compared to simpler structures, which signifies an effective enhancement in the

exciton-light coupling.

IV. DEVELOPMENT OF HUMAN RESOURCES

In the course of work on the project we employed two graduate students, Mikhail Ere-
mentchouk and Vladimir Schuvayev, as well as two post-doctoral associates, Ilya Ponomarev
and Vadim Puller. M. Erementchouk has graduated in 2005 and is currently with Professor
H. Cao’s group at Northwestern University. (Mikhail Erementchouk’s thesis is attached to
this report.) He was primarily involved in studies of optical properties of BMQW structures.
Vladimir Schuvayev participated in studies of exciton properties of single QWs, his disser-
tation is under preparation now. Ilya Ponomarev worked with us from 2002 to 2004. He
is currently with Naval Research Laboratory. His participation in the project consisted in
developing self-consistent approach to calculations of of exciton energies, analysis of quan-
tum confined Stark effect, and the role of electric field in inhomogeneous broadening of the
excitons. Vadim Puller worked with us from 2004 to 2005 and was engaged in analysis of

screening of electric field by photo-generated carriers.

V. PUBLICATIONS STEMMING FROM THE EFFORTS

In this section we list publications resulting from the research conducted within the

framework of the project.
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APPENDIX A: EXPRESSIONS FOR THE EFFECTIVE POTENTIALS

Choosing the origin of the coordinate system at the center of the QW the expression for
effective potential V,.(r), which takes into account discontinuity of the dielectric constant in

the following form:

Vi(r) = = [Vi(r) + Va(r) + V3(r)] (A1)
where
L/2 pLj2 %
Vi(r) = /0 /0 dze dzp F(ze, 21) Z G W, (r; 20, —21) + Wa(T; 2, 21)}
L/2 poo ]
Vo(r) =2(1+ q)/ ) dze dzp F(2e, 21) Zq” {Wir(r; 2o, —2n) + Wa(7; 2, 20) }
o Jip et (A2)
_ [ oc’z 2n F(2e, 2 (i+9) T; Zey —2p) — Ty Zey 2
Valr) = /m [ dsedn Plae ) {8 Wotri e, —an) = W12 )
+H(1+)* ) ¢ Wa(r; 2, zh)} )
and
F(ze, 2n) = X2 (%)X} (2n) + X2(2n)xh (). (A3)

The integrand in the effective potential (A1) has a singularity at » = 0, z, = 23, therefore
we apply a coordinate transformation £ = 2z, — 2,1 = 2. + 23, which allows extracting the
divergent part and significantly increasing computational efficiency of the calculations. In

new coordinates the potential takes the following form:
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i g /L Qd,,x
[W_n(r;n) /0 dE ®(&,n) + Waoi(r;m) /O ndé‘ (¢, —n+ L)
+ Walrsn) / o df@(n,@] ,

1+q an V21n +‘/22n( ))
n=0

L)2 -
Vinalr) = / i [wiesn) [ de (@06 +1) + 21, ~¢ + )
#Wgtrin) [ (2 (e+Fe 2) + o (-e+Fr 2))].
00 L/2 L L
Vaan(r) =/L/2d77 [Wn+%(7"§77)/0 dg <¢> <£+n,n+ -2—> +@ (—§+n,n+—2->>
L/2
Wi [ de (@ (n,£+n+§)+¢>(n,—§+n+-§—>)],

14+4q) [ [
1—q)/0 dn 7‘77/ dé ®(n,€ + L) + W(r; /df@é,n-i—L)

+ Zq Wat1(r;m) Wn_l(r;n))/o d€<1>(§,n+L)] :

~~

Vs(r) =

—~

(A4)

where we substituted W, (r;n) = Wy (r; 2., 2z) and
+ —
o) = F (S0 155). (49

To treat the singularity in V}o(r) we split the outer integral into two parts: foL/ 2dn =
f06 dn+ f; L/2 dn, with § <« 1. For the first part the inner integral of ®(¢,7) can be replaced
by the first several terms of its series expansion near n = 0. It results in the following
approximation fo's dn W, (r,m)(yo + an + Bn?). Parameters o, o, 3 are the parameters of the
quadratic spline. This integral can be found explicitly and it has a logarithmic divergence
at small r.

The effective potentials Ve,h(ze,h) in z-directions are free from divergencies. They can be
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written down as follows:

_ K(:)(ze,h), for z.p < &
Ve,h(ze h) - z (AG)
‘/e(i) (ze,h), for 2. > 'é’/v
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L/2 e
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L/2 o
( dzheXh e(zhe 1 +q an T Zehs zh,e) + Wn(r;ze,hvzh,e))
0 n=0

o0 o0
+ / d2he X o (2h.e) [(1 +0)° D a"Walrs zes, 20.)
L/2 n=0

(1+Q) i Zehy —Zhe) — T3 Ze.hy %
(1_ )(WO(T, ehs —2he) — GW-1(7; 2ep, he)):|>

40



Optical properties of quantum heterostructures
by

Mikhail V. Erementchouk

A dissertation submitted to the Graduate Faculty in Physics
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy, The City University of New York

2005







iii

Abstract
Optical Properties of Quantum Heterostructures
by
Mikhail Erementchouk
Adviser: Professor Lev 1. Deych

The thesis is devoted to consideration of optical properties of quantum heterostructures.
These structures are characterized by a spatial modulation of the dielectric function and a periodic
arrangement of optically active elements. The coexistence of two different channels of the light inter-
action with the matter makes the quantum heterostructures belonging to the new class of structures
- resonant photonic crystals. In the present thesis effective approaches have been developed for an
effective description of the exciton polariton dispersion law and optical spectra of finite structures.
In particular, the polariton spectrum is shown to consist of passing bands separated by forbidden
gaps. The structure of the gaps essentially depends on the relation between the exciton resonant
frequency and the frequencies of the photonic band gaps existing in a passive photonic crystal char-
acterized by the same modulation of the dielectric function. The resonant condition for formation
of a wide solid stop-band is obtained and analyzed in detail for different structures. The reflection
and transmission spectra are effectively described by effective excitonic susceptibility and effective
optical widths of the quantum wells. These effective quantities are determined by the dielectric
environment of the quantum wells and naturally take into account the dependence of the reflection
and transmission spectra on angle of propagation of the electromagnetic waves and their polarization
state. The information obtained for the polariton spectrum and reflection and transmission proper-
ties of quantum heterostructures is used for the solution of a problem of the exciton luminescence in
resonant photonic crystals. In particular, it is shown that the large scale form of the luminescence
spectra is determined by the form of the polariton forbidden gap while its fine structure is the result
of a strong frequency dependence of the transmission coefficient near the band edges.
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Chapter 1

Introduction

1.1 Quantum heterostructures. Quantum wells vs. superlat-
tices

Quantum heterostructures are structures with modulated composition. A simple exam-
ple is multilayer structures grown using molecular beam epitaxy or metal organic chemical vapor
deposition [2]. In such structures different layers are composed of different materials. There is
a great variety of materials which are used for producing such multilayers: GaAs/Al;_,GazAs,
In;_ Al As/Gaj_yAl,As, CdTe/Cd;_oMn,Te, Zn;_,Cd,;Se/ZnSySe;_, to name a few [3]. Here
the subscripts show the fraction of atoms of a particular kind at sites of the crystal lattice or one
of its sublattices. Building such heterostructures makes it possible to engineer the properties of
electron and hole states because the positions of the top of the valence band and the bottom of the
conduction band vary with the material used to compose the layer. According to the relative posi-
tion of the band gap of the materials used for the growth of the heterostructure, one distinguishes
heterostructures of three types (see Fig. 1.1).

In the structures of type-I, the gap of one material is situated completely in the band of
another. A typical example of such structure is GaAs/Al,Ga;_,As multilayer with z < 0.4. Here,
the gap of GaAs is covered by the gap of Al;Ga;_,As. Such structures sometimes are called direct
because in equilibrium the electrons and holes are situated in the same layers. In type-II structures
the gaps in different layers are shifted with respect to each other. Fig. 1.1 shows a typical picture of
the band structure for a GaInN/GaN multilayer. A distinction is made between such structures (also
called type-II staggered lattices) and type-1I misaligned structures. In the latter the shift of the gaps
is so large that the top of the valence band in one material lies above the bottom of the conduction
band in another. An example of such a lattice is the GaSb/InAs heterostructure. Structures of type
IIT are those where one of the layers is a gapless semiconductor. This situation is implemented in
HgTe/CdTe heterostructures where the band merging point of HgTe falls inside the gap of CdTe.

The structures of type-I, which are the main objective of the present thesis, are additionally
classified according to the widths of the layers. This reflects a strong dependence of physical proper-
ties of the heterostructures on this parameter of the system. The physical reason for this dependence
is the following: the motion of an electron perpendicular to the growth direction is unaffected by the
modulation of the composition. Meanwhile for the motion along the growth direction, the modula-
tion of the profile of the bottom of the conduction band plays the role of an external potential. The
layers where the gap is narrower are the potential wells and those with wider gap are the barriers.
When the wells are far apart the electron states in a vicinity of one well are independent of the
existence of other wells. Indeed, as is shown in any standard textbook for quantum mechanics (see
e.g. Ref. [4]) there always exist bound states in a one-dimensional potential well. For a finite well
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Figure 1.1: Three types of heterostructures classified according to relative position of the band gaps
(dashed regions).

for a state to be bound means that outside of the well the wavefunction exponentially decays. This
decay determines a characteristic length scale. When the wells are further apart from each other
than this length the. overlap of the wavefunctions corresponding to the states in different wells
becomes negligibly small. As the result, the electron spectrum at the energies below the edges of
the well, i.e. below the bottom of the conduction band of the material with the wider forbidden
gap, is discrete and degenerate. The multiplicity of the degeneration is equal to the number of the
wells. In this case, one can say that the electrons are free to move in the plane of the layers while
there is confinement along the growth direction. Corresponding structures are called long-period or
quantum well structures.

When the distance between the wells becomes smaller than the penetration length into the
barriers, the overlap of the wave functions corresponding to the levels in different quantum wells
becomes noticeable. This removes the degeneration. Eventually, when the number of the layers in
the structure is essentially large, a mini-band appears, similarly to what happens when atoms form
a solid. Such structures are referred to as superlattices.

There is a qualitative difference between quantum wells and superlattices. Formation of
mini-bands in the latter removes the electron confinement in the growth direction. This has a great
impact on the physical properties of such structures and optics is not an exception. As will be
demonstrated later, the propagation of light in a medium is strongly affected by dipole active bound
states. The interaction with such states results in the appearance of a strong resonant dispersion of
the effective dielectric function. For the case of the light-exciton interaction, the resonant frequency
is related to the recombination energy of the electron-hole pair constituting the exciton. The width of
the resonance is determined by the non-radiative decay of the exciton through phonon emission. The
observation and applications of the resonance of the dielectric function are hampered by the closeness
of the resonant frequency to the semiconductor fundamental absorption edge. The difference between
the resonant frequency and the fundamental absorption edge is determined by the exciton binding
energy. The binding energy, in turn, strongly depends on the ability of electrons and holes to move
freely. Even simple restriction in one direction leads to essential increase of the binding energy
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[5, 6]. This circumstance makes quantum well structures more promising from the point of view of
observation and application of peculiarities in optical properties which are the result of the exciton-
light interaction.

1.2 Light-matter interaction in quantum heterostructures

The interaction between the electrons and the electromagnetic field in quantum heterostruc-
tures has its specific features. First is the spatial confinement of the electron states due to the
modulation of the profile of the semiconductor forbidden gap. Second is a modulation of the dielec-
tric function that essentially affects the states of the electromagnetic field. These features require
a solid understanding of the basic processes occurring in the quantum heterostructures. In this
Section we provide a qualitative derivation and the analysis of main equations of motion which will
be considered in details in the following chapters.

The interaction of light with the electrons in the materials constituting the structure leads
to a non-constant number of the electrons in the conduction band. Therefore, the most suitable
frameworks for a description of the dynamics of the electrons and the electromagnetic field are those
provided by a quantum field approach. It has been reviewed in a number of publications [5, 7-10]
and the consideration below follows a standard procedure. First, to illustrate the basic ideas, we
consider a two-band model for the semiconductor. Then, we obtain the modifications produced by
a degeneration of the band states. Finally, we discuss the form of the Maxwell equations in the
multiple quantum well structures.

1.2.1 Two-band approximation

The interaction between the electrons and the electromagnetic field is described in the most
general way by the introduction of the canonical momentum

b P+ SA, (1.1)

where P is the electron momentum operator and A is the operator of the vector potential. The
canonical momentum determines the electron kinetic energy and thereby gives a coupling between
the electron states and the states of the electromagnetic field. In the operator of the kinetic energy
the term proportional to A% can be neglected (the dipole approximation)

1 e . Pz e .

s(p+A) =2+ ZA.p 1.2

2 (p + c am T me P (12)
where we have adopted the Coulomb gauge V - A = 0. Under this approximation the total Hamil-
tonian has the form of a sum of parts responsible for dynamics of the electromagnetic field and
electrons alone and the interaction between them

I = Hpn + Ko + Ho—ph- (1.3)

Here, 4%, is the Hamiltonian of the electromagnetic field
2 2/ .
Koy, = % /dr [”c—(;)A? +(V x A)2] , (1.4)

where c is the speed of light in vacuum and n(r) is the index of refraction which is not assumed
to be homogeneous in space. In the electron Hamiltonian % we explicitly write only the kinetic
energy

= [arwt L v + 7m0 (15)
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and use the notation ¥ [i*, ] for the contribution of the Coulomb interaction between the electrons
themselves and between the electrons and ions in the lattice. The part of the Hamiltonian responsible
for the interaction between the electromagnetic field and the electrons is

Hoo = e [ v A -0, (16)

The self-electron and the field-electron parts of the total Hamiltonian can be simplified taking into
account two-band structure of the electron spectrum. For this purpose we represent the electron
field operator 4(r) in the form

P(r) = we(r)Pe(r) + wy (r)eh, (r), (1.7

where w,, are the Bloch functions of the electron states at the edges of the conduction and the
valence bands respectively. In Eq. (1.7) the operators, ., can be thought of as electron annihilation
operators in the conduction and the valence band respectively. Such representation allows one to
make a distinction between different scales of the spatial variation of 9(r). The Bloch functions are
periodic with the period equal to the lattice constant, a. Meanwhile, for energies E not too far from
the edges of the gap E.,, the characteristic scale of the spatial change of electron and hole operators
is & a(F — E.y)/Ecv <« a. Besides, we are interested in optical properties at frequencies that are
close to the semiconductor fundamental absorption edge. The light wavelength at these frequencies
is much larger than the lattice constant. Thus, the variation of A(r) over the crystal elementary cell
is negligibly small. Such a separation of scales allows performing the integrations in Egs. (1.5) and
(1.6) with respect to the smallest scale. The result of such integration in the term % is the simplest
one. For our purposes here it is enough to restrict ourselves to one-particle electron properties. In
this approximation % reduces after the integration to

H, = % Z /drdr' Wy (2)hsy (r — 1/ )y (). (1.8)

b,b' =c,v

Here, the diagonal terms iz.cc,w of the Hamiltonian density describe the dynamics of the electrons in
the conduction and the valence band respectively. For example, for an electron moving in multiple-
quantum-well structure the Hamiltonian density can be written in a standard one-particle form
heo(r — ') = 8(r — v')[p%/2me + V,(r)], where m, is the effective electron mass in the conduction
band and the potential V,(r) is given by the modulation of the bottom of the conduction band in the
multilayer structure. The off-diagonal elements eventually give the interaction between the electrons
and the holes.

The resultant form of the term describing the electron-photon interaction is more compli-
cated, therefore we will discuss it in more details. The derivative in Eq. (1.8) after substitution
of Eq. (1.7) produces two term which correspond to different physical processes. One of them is
o< Wy W Ad){," Vi and another is o< w{;(Vwb/)Ad),;"wbr, where the indices b and b run over all bands.
In both these terms during the integration over a particular elementary cell all quantities except the
Bloch functions can be considered constant due to the arguments discussed above. Then, one can
use the orthogonality properties of the Bloch functions

idpy

1 1
a /dr Wy Wy = Gppy ﬁ/drw,‘,‘Vwb/ = (1 - by ~ (1.9)
Q Q

where 2 is the volume of the elementary cell. The second equation of Egs. (1.9) is the definition of
the matrix elements of the dipole moment d.,,. These conditions show that the term w,’;wb'Aw;r Viby
is not zero only when b = &’. This corresponds to such electron transitions when the final and initial
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states are in the same band. Such transitions are called intraband. They affect low-frequency optical
properties of semiconductors. The term o w{;(Vwa)Aw;wb/, on the contrary, is not zero only for
interband transitions, between states lying in diffzrent bands. Thus, if one is interested in optical
properties at frequencies close to the fundamental absorption edge only the second term should be
kept. Finally, the interaction term in the whole electron-photon Hamiltonian can be written as

Ao = / dr [ (9)des - A(e)n(x) + b (1.10)

The equations of motion of the electron field operators and the electromagnetic field are
obtained in the Heisenberg form

80 A
ih— =0, 1.11
in2 = (0,#] (111)
taking into account the commutation and anticommutation relations
< « . dmc® o)
[A(r1),A(r2)] = zhmé (r1 —ra) (112)

{wt(ry),¥(r2)} = hé(r; —ra),

where 5l(r) is the transverse delta-function [5, 11]. For pairs of fermionic fields a commutator can
be found using a useful relation

[ab, cd] = a{b, c}d ~ {a, c}bd + ca{b,d} — c{a, d}b. (1.13)
After substitution Eq. (1.3) into Eq. (1.11) one obtains the guantum equations of motion

2 - ~
o (;)A =-VxVxA- 47r/d3r’ 5t (r — ') [deo¥pd (¢")9n(r') + hec]

c (1.14)

ih%iﬁ;%' =1 (fu/)) by (ﬁ¢+)b¢b, +A. (W dyppy — hc.),

where (iu/)) , schematically shows the action of the electron-hole Hamiltonian on the field operator.

Formally we have kept the term V - A in Eq. (1.14) to make later a transition to the electric field
description more transparent.

Since, we are interested in macroscopic electromagnetic phenomena the average (in the field
theoretical sense, i.e. with respect to an equilibrium state) of products similar to (Km/);'wa) can be
decoupled leading to (K) (1/1;1/)1,:). Thus, one can obtain closed equations with respect to the classical
electromagnetic field A = (A) and the electron density matrix fo = (¢ ¢r). The matrix elements
of the density matrix have an independent physical sense. The diagonal elements give the electron
distribution functions in the bands. The off-diagonal elements describe the transition amplitudes or
the interband polarization. The interpretation of the off-diagonal elements as a polarization follows
from the equations of motion

nz(r)A_ v 3 el ’ ;o ’o

A= xVXA—47r/d ' 6 (r — ') [dew foo (¥, ¥') + doe e (2, 1)),
2 feu(1,12) = (hefen) o (02) e, )+ (19)

+fcc(rl,r2)A(r2) N dvc - fvv(rl’rZ)A(rl) * dcv'

The second equation has a sense of a Schréodinger equation with a source. One of the particles has
negative mass and can be identified as the hole.
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Accomplished with the equations with respect to the diagonal elements of the density ma-
trix Egs. (1.15) give a complete description of a semiconductor near the band edge in the two-band
model (aside from the one-body electron approximation and the approximation of the classical elec-
tromagnetic field). To make a complete transition to the electron-hole picture one needs to introduce
the hole population instead of electron population in the valence band f,,. To do this one can note
that the electron and the hole pictures are complimentary in the sense that an electron annihilation
operator is a hole creation operator and, therefore, ¥}, = wthff . Using the anticommutation
relation Yn¥y = —¥; ¥n + {¥n, ¥;T} one can show that fyu(r1,r2) = — fu(r1,r2) +6(r1 — r2), where
fn is the hole distribution function.

Egs. (1.15) describe a rich variety of physical phenomena (including, e.g. a transport in
semiconductors) and are the subject of extensive investigation for last several decades. Here we
are interested in only a small part of this big physics. For our purposes it is enough to assume
that the electron and the hole distributions, f. and fr, are given by the Fermi distribution in
the thermodynamic equilibrium, so that Eqgs. (1.15) are closed. After being linearized the second
equation of Egs. (1.15) can be easily solved with respect to the interband polarization allowing to
obtain thereby a closed equation for the electric field. To obtain such an equation it is necessary
to take a derivative of both equations with respect to time. As the result f., enters the Maxwell
equations, however, it satisfies exactly the same equation with the electric field E in the r.h.s. Now,
let us assume, for simplicity, that the Hamiltonian of the electron-hole pair has a single discrete
level (exciton) with the energy determined by the frequency wg and the eigenstate, the exciton
wavefunction, ®(ry,r2). The polarization created by the electric field of frequency w is obtained as

_ Sev®(r1,r2)

feoler,r2) = =22 = (1.16)
where ~ is a phenomenological broadening of the exciton line and
Sey =dey * /dr o(r,r)A(r)-
(1.17)

fedoe /drl dra ‘I’(!‘l, I‘Q)A(I‘z) — fhdcv . /dl‘]_ drs @(I‘],l‘g)A(l‘l),

where we have neglected the non-resonant term (w + wg)™! (the rotating wave approximation).
To obtain the expression for f,. one needs to note that by virtue of the anticommutation relation
fcv(rl,r2) = "fcv(r2a 1‘1).

The expressions similar to Eq. (1.17) describe the dependence of the exciton-light inter-
action on the population of the valence and the conduction bands. In particular, it is seen that
with the increase the population, e.g. due to increase of the temperature or the intensity of a pump
field, the oscillator strengths S,, and S,. decrease. Clearly, this is a consequence of the exclusion
principle. Indeed, the electron can be excited resonantly by the electromagnetic wave only when
the final state is empty otherwise the corresponding transition is prohibited leading to an absent
interaction. Thus, the maximum effect of the excitons on the propagation of the electromagnetic
waves through the structure is achieved at small populations, e.g. low temperatures. In this case
the contributions o f, 5 can be neglected and the expression for S, additionally simplifies.

Before we write down the final form of the Maxwell equations for the electromagnetic
waves interacting with the excitons we would like to discuss the structure of the polarization term
in the r.h.s. of Eq. (1.15). Generally the vector field ®(r,r){d¢,Sey + dyeSye) under the integral
has a non-zero divergence. Therefore, its convolution with the transverse delta-function is not
trivial. This circumstance reflects the fact that there is an electrical dipole moment induced by the
exciton polarization. This dipole moment creates a Coulomb field which, generally speaking, affects
excitons localized in the same or another quantum wells. As an example of interesting physical
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effects produced by the exciton dipole-dipole interaction let us mention its possible important role
in the exciton Bose-Einstein condensation [12]. In what follows we primarily are interested in
the most pronounced effect of the exciton-light interaction and, therefore, neglect this dipole field.
This neglecting is performed by the substitution of the conventional delta-function in the r.h.s. of
Eq. (1.15) instead of the transverse delta-function. Thus, finally the Maxwell equations for the
electric field can be written in the form

2
w
VxVxE= ?—[eoo(z)E + 4Pz, (1.18)

where P, is the excitonic contribution to the polarization
Peoe(r) = —x(w)de®(r) / dr’ ®(r')de, - E(r'). (1.19)

Here d., is the unit vector in the direction of d.,, also for shortness we have denoted ®(r) = ®(r,r)
and have introduced the excitonic susceptibility

ad (1.20)

X(Ld) - wo—w—ify
with the coupling parameter o = 2 Re(d,,)c?/w?. The Maxwell equations (1.18) are the basic tool
for a semi-phenomenological description of the light propagation in quantum heterostructures in
the frameworks of the two-band approximation. They have two specific features. First, this is
a resonant response of the medium at a frequency corresponding to a corresponding transition.
Second, the interaction with the microscopic dipole active excitations is described by the non-local
susceptibility. It is worth noting that the Maxwell equations with a resonant non-local susceptibility
accomplished with the Schrodinger equation with respect to the exciton wave function resolve a long
lasting problem of additional boundary conditions (ABC problem) [8, 10, 13-15].

1.2.2 Degeneration of the band states

The Maxwell equations with the excitonic susceptibility in the form (1.19) qualitatively
reproduce main features of the interaction of the electromagnetic waves with the dipole active
excitations. However, they predict some properties of this interaction which are not necessarily true.
First, according to Eq. (1.19) the exciton polarization has the fixed direction determined by d.,.
Second, only the component of the electric field along this direction interacts with the excitations.
These predictions contradict observations of the light interaction with the optically active excitations.
For example, such interaction in materials with the cubic symmetry is isotropic. Another example
is provided by materials with the zinc-blende structure {(GaAs/Al;Ga; ., As heterostructures) where
only the component along a particular direction [001] is optically inactive (see e.g. Refs. {16-20]
where the optical anisotropy of corresponding structures have been studied).

These predictions are direct results of the two-band approximation. More realistic descrip-
tion of the electron band structure should take into account a degeneration of the states at the edges
of the band gap. In semiconductors with the zinc-blende structure the bottom of the conduction
band (T's) is twofold degenerate due to the spin of the electron. The form of the top of the valence
band is more complicated. It has threefold degeneracy, that is the Bloch functions corresponding to
the electron states at the top of the valence band transform according to an irreducible represen-
tation of SU(3) (see e.g. Ref. [21]). Additionally, each state is twofold degenerate because of the
spin of the electrons. As the result there are six linearly independent Bloch functions for the valence
band instead of just two as has been used in Eq. (1.7). The spin-orbit interaction partially removes
this degeneracy leading to the appearing of two groups of states (see Fig. 1.2). The first group (I'7)
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Figure 1.2: The electron states at the edges of the first band gap.

Table 1.1: The normalized matrix elements of the momentum operator for the transition I's — g

[1).

P t_?z §> 31 3 1 |§ _§>
Pev 272 22 2 2 2y 2
(1] e+ | &,v/2/3 | &,4/1/3 0
U] 0 | -ei/3]|e,/2/3| e

has two states and is called split-off band. The second group (I's) has four states and corresponds
to heavy and light holes.

The basic steps of the derivation of the Maxwell equation remain the same. The important
difference is that the summation over the band states [e.g. in Eqs. (1.8)] now runs over all eight states
in the conduction and the valence bands. In particular the density of the electron Hamiltonian izbbr
is represented generally by 8 x 8 Kane Hamiltonian [22]. The complete equations of motion describe
quite rich variety of physical phenomena. It suffices to mention that there exist different types of
the excitons, for example, formed by the bound states of the electrons and heavy and light holes.
However, the difference between the masses of the holes leads to different energies of the ground
state of these excitons. As the result, one can consider the interaction of light with the excitons of
one type in the vicinity of a corresponding resonant frequency neglecting the effect of the interaction
with the excitons of other types. This circumstance allows using the one-level approximation in the
same way as it has been done above. One only has to modify the calculation of a product similar
to dey (dyc - E) in the expression for the excitonic polarization Peg.. It can be done using Table 1.1
where the matrix elements of the momentum operator are shown for the transition I's — I's. The
states in the valence band are classified according to the values of the total angular momentum J in
the irreducible representation of the symmetry group. The bands I'7 and I's correspond to J = 1/2
and J = 3/2, respectively. Let us consider the case when the structure is not grown along a low
symmetry direction. For example, let the direction of z axis coincide with the principal axis [001].
Then, in the band I's the heavy and light holes are the states with |J,| = 3/2 and |J,| = 1/2. The
states in the conduction band are enumerated by the projection of the electron spin. In Table 1.1
the vectors &, are defined as &, = (&, £i8,)/v2.

In what follows we will be interested in a relatively narrow vicinity of the heavy hole exciton
frequency. The contributions of the interaction of the electromagnetic waves with other excitons can
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be neglected. As the result in the expression d.y (dy. - E) the summation over the valence band
states should run over the states corresponding to the heavy holes. Substitution of the matrix
elements from Table 1.1 yields

(1lp13/2)E@3/2p|1) + ({|p|-3/2) E(-3/2|p||) = pvBu, (1.21)

where we have left only the value of the projection of the total angular momentum and E, is the
component of the electric field perpendicular to the growth direction &,. Making use of this result
leads to the well-known form of the excitonic contribution to the polarization

Peaclr) = ~x(0)2(r) [ d (B (), (1.22)

where the exciton susceptibility is defined by Eq. (1.20) with wy the resonance frequency of the
heavy hole exciton.

1.2.3 Electromagnetic waves in multiple quantum wells structures

To complete the derivation of the basic equations governing the propagation of the elec-
tromagnetic waves in quantum heterostructures let us consider the case of multiple quantum well
structures. It is clear that the consideration provided in the previous subsections remains valid in this
case also with a slight modification in finding the density of the exciton polarization fe,(r1,r2). As
has been discussed above the specific feature of the multiple quantum well structures is the absence
of the overlap of the exciton wave functions localized in different quantum wells. As the result the
exciton state in one well is not affected by the exciton localized in other wells in the approximation
of a small dipole-dipole interaction between the excitons. If we restrict our attention to 1ls-state of
the heavy hole excitons then the absence of the interaction between the excitons leads to the fact
that there exists only one exciton level in the system with the degeneracy determined by the number
of the quantum wells in the structure. Using this fact the Hamiltonian of the electron-heavy hole
pair can be written in the spectral representation as

H=w ) |m)(m], (1.23)

where the summation runs over all quantum wells in the structure and the state |m) is the exciton
state localized in the m-th quantum well. Schematically, the equation determining the spatial
distribution of the exciton polarization density [the second equation of Egs. (1.15)] can be written
as a Schridinger equation with a source

ihifer = (wo +17) Y Im) (m] feu + S, (1.24)

where we have taken into account a phenomenological broadening v and S is the source function.
The representation of the density of the exciton polarization in the form fo, =3, fm |m) gives

(m|S)

—_—, 2
w —wo — (1.25)

fm'_—_'

The expression for the scalar product (m|S) is similar to Eq. (1.17) where as the exciton wavefunction
&(ry,r2) should be taken ®,,(r1,r2) i.e. that of the exciton localized in the m-th quantum well.
As the result the form of the exciton contribution to the polarization in the multiple quantum well
structures is merely the sum of the terms similar to Eq. (2.2) or (1.22) over all quantum wells.
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The modulation of the exciton polarization and the dielectric function along the growth
direction preserves the symmetry of the structure with respect to shifts in the plane of the layers.
This allows one to simplify more the integral entering P.;. and to reduce it to the integration
along z direction only. The qualitative line of reasoning is the following. First, the in-plane exciton
dispersion can be taken into account by the phase factor e?*? only, where p is the coordinate in
the plane perpendicular to the growth direction. Indeed, because of the separation of variables in
the Shrédinger equation the resonant frequency corresponding to an exciton state characterized by
the momentum £k in the plane of the quantum well is simply wy = wp + Ak?/2M, where M is
the mass of the exciton. However, for the values of the wave-vectors under the interest the shift of
the resonant frequency due to the kinetic energy term is negligibly small. Taking into account this
additional degeneracy of the exciton states the exciton polarization can be written as

Pozo / d?k ®,,(2) / d®r' &, (2 )E(r')eP="), (1.26)

where @,,(2) = ®,,(z, 2) and ®,,,(2, z) is the solution of a corresponding one-dimensional Shrédinger
equation in the m-th quantum well. After the Fourier transform of the electric field with respect to
the in-plane coordinates the integration over both p and k can be performed. Finally, this gives the
excitonic contribution to polarization in multiple quantum well structure made of a semiconductor
with the zinc-blende structure

Proe(r) = —x() 3 ®m(2) / 47 B ()E.L (). (1.27)

Eq. (1.27) and the Maxwell equation (1.18) constitute the basic equations describing the propagation
of the electromagnetic waves in the multiple quantum well structures and which will be analyzed in
detail in the following chapters of the present thesis.

1.3 Resonant photonic crystals

In quantum heterostructures described by the Maxwell equation (1.18) with the polarization
given by Eq. (1.27), the spatial modulation of the dielectric function €. (2) coexists with the periodic
arrangement of the optically active elements. This puts the propagation of the electromagnetic waves
in quantum heterostructures in a general context of resonant photonic crystals. These structures
attract a great deal of attention [23-31]and are the object of intensive investigation.

The optical properties of resonant photonic crystals are still a challenge since an interplay
of two scattering channels existing in such structures is not trivial. Different aspects of this problem
have been considered in a number of publications. In particular, in Ref. [32] the necessity of a
modification of the Bragg resonance condition in comparison with what one has in the case of simple
MQW structures has been shown. Later, this result was confirmed [33] and an exact Bragg condition
in such structures was found. It is especially interesting to note recent publications Refs. [29] and
[31]. In these papers the numerical calculations of the photonic band structure have been provided for
a 3D (and 2D) system with periodically modulated resonant dielectric function and for a 3D lattice
of quantum dots with the index of refraction different from that of the environment, respectively.
These calculations have shown that the existence of the resonance widens the forbidden gap in the
spectrum of the electromagnetic waves. There is a definite similarity between the spectral properties
of different systems which makes it reasonable to suggest that such widening is a general feature of
resonant photonic crystals.

A formal problem which impedes establishing a general framework for description of the
resonant photonic crystals is their resonant property. Strong dispersion near the resonance and
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accompanying resonant absorption make difficult using a standard technique which has been de-
veloped for self-adjoint operators proved its efficiency in quantum mechanics. This circumstance
requires a special approach for description of the propagation of the electromagnetic waves which is
under active development these days [34, 35]. The basic idea of this approach is the introduction of
fictitious degrees of freedom which are responsible for both absorption and dispersion. The general
requirement of causality in the form of the Kramers-Kronig relation leads to a unique! choice of
these additional degrees of freedom. For the new extended system the dynamics turn out to be
unitary and this allows applying the machinery of self-adjoint operators.

In the present thesis a similar ideology is implemented naturally since the initial system
explicitly contains degrees of freedom additional to the electromagnetic field — the exciton polar-
ization. There are two important differences, though. First, we do not consider dynamics in the
extended electromagnetic field — exciton polarization system. Moreover, using the absence of the
overlap of the exciton wavefunction we exclude the exciton degrees of freedom from the equations
of motion. Second, in order to account the finite exciton lifetime we introduce a phenomenological
exciton linewidth broadening and thereby we make the system incomplete from the canonical point
of view. The success of our approach is provided by a possibility to describe one-dimensional systems
without referring to solutions of some boundary value problems. In Chapter 2 we develop a general
approach and apply it for an analysis of the exciton polariton spectrum in different structures. In
Chapter 3 we use the same general ideas to consider the reflection and transmission spectra of finite
structures. Finally, in Chapter 4 we apply the information we gathered regarding the optical prop-
erties of the quantum heterostructures to solve the problem of the exciton luminescence in MQW
based photonic crystals.

1This is obvious that such a choice is unique up to a trivial extension of the resultant system by degrees of freedom
which do not interact with the relevant excitations. Thus, one can talk only about unique irreducible set of the degrees
of freedom.
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Chapter 2

Polaritons in MQW based photonic
crystals

In the present Chapter we obtain and analyze the polariton dispersion law in photonic
crystals based on multiple quantum well structures. The main objective is to establish a solid
theoretical background for a description of exciton polaritons in resonant photonic crystals with an
arbitrary periodic modulation of the dielectric function, propagation angle of the electromagnetic
wave and its polarization state. The developed approach is applied for an analysis of the exciton
polariton spectrum in different structures.

2.1 Derivation of the transfer matrix

As has been shown in Introduction a propagation of the electromagnetic wave in the struc-
tures under discussion is governed by the Maxwell equation

w?

VxVxE= c—z[eoo(z)E + 47 P ey, (2.1)

with the excitonic contribution to the polarization
Pere = —x(@) 3 @n(2) / dz Bon(2)EL (). (2.2)
m

Here z axis is chosen along the growth direction, and ®,,(z) = ®(z — z,,) is the envelope wave
function of an exciton localized in the m-th quantum well. The summation in Eq. (2.2) is taken over
all quantum wells and z,, are the positions of their centers. We assume that the distance between
the consecutive wells, d = 2,41 — zm, coincides with the period of the spatial modulation of the
dielectric function, e(z + d) = €(z). Also, we assume that the profile of the dielectric function is
symmetric with respect to the position of the center of the quantum well, €(z,, + 2) = €(zm — 2)
(see Fig. 2.1). We restrict ourselves to the consideration of 1s states of heavy-hole excitons and
neglect their in-plane dispersion. Therefore, writing Eq. (2.2) we have taken into account that the
component of the electric field parallel to the growth direction is optically inactive. Only E, the
component lying in the plane of the quantum wells, contributes to the exciton polarization.
The frequency dependence of the excitonic susceptibility, x(w), is given by
a

x(w) = prEp—— (2.3)
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Figure 2.1: An example of the modulation of the dielectric function, €(z) = € + Ae(z) (solid line).
The dashed vertical lines show the positions of the centers of quantum wells.

where wy is the exciton resonance frequency, v is the non-radiative decay rate of the exciton, and «
is the exciton-light coupling parameter.

It is convenient to analyze Eq. (2.1) considering the components of the electric field. To
do this it is necessary to make separate considerations of s- and p-polarized fields because these
fields satisfy different differential equations. This follows from the fact that for s-polarization one
has V - E = 0 while for p-polarized wave this is generally not true because of the spatial modulation
of the dielectric function.

2.1.1 S-polarization

In s-polarized wave the electric field E is perpendicular to the direction of z axis and can
be represented in the form
E(z,p) = &, E(2)e™®, (2.4)
where p is a coordinate in the (z,y)-plane and &, = &, x &, is a unit polarization vector. We use
the separability of variables and the symmetry of the equation with respect to infinitesimal shifts
in (z,y)-plane to introduce the wave vector k = k &y lying in the plane of the layers. For E(z) we
obtain an ordinary differential equation

2 ¥4 v
TEE 4 i) = —x() 2

‘; Z(Pm(z)/dzém(z')E(z’), (2.5)

where k2(z) = w?e(2)/c® — k2.
The absence of an overlap of the exciton wave functions localized in different quantum
wells makes it plausible to use the transfer matrix technique. The general idea of this technique, in
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summary, is obtaining the field at, say, the right boundary of the elementary cell (z = 2;) given
by the field at the left boundary (z = z_). Due to linear character of the basic equations it is
sufficient to consider each elementary cell separately and then obtain the complete transfer matrix
as a product of individual matrices. Without any lost of generality we can choose the position of
the origin coinciding with a position of the quantum well in the layer under consideration. Inside a
single layer the summation over quantum wells in Eq. (2.5) can be dropped and so is the index of the
quantum well. The term with the exciton polarization at the r.h.s. of Eq. (2.5) can be considered
as an inhomogeneity in a second order differential equation

d*E(2)

ozt K2(2)E = F(2). (2.6)

A general solution of this equation can be written in the form [36]
E(Z) = Clhl(Z) + Czhz(z) + (G*f')(z), (27)

where
ha(2) = m(2)ha(2)

W (h1,ha; 2) (2:8)

(G F)(z) = / dx F ()

Here we have introduced h; 2(z), a pair of linearly independent solutions of the homogeneous equation

d’E(2)

s K(2)E =0, (2.9)

and W (hy, ha; 2) = hihl — R hq is the Wronskian of these solutions. For the case under consideration
the Wronskian does not depend on z and will be denoted by W}, in what follows.

Using, next, a standard procedure we obtain the expression for the field (2.7) for points to
the right of the quantum well where ®(z) =0

2

_4nw
E(z) =hy [Cl + X c2<p2 (c11 +02<P2)} +
2 (2.10)
JAnw e
+hy [Cz X2 (11 + 62902))] )
where @) 2 are “projections” of the solutions h; 2 onto the exciton states
1
- d2'®(2h ", 2.11
o2 = = [ Bl )
Qw
and the modified excitonic susceptibility ¥ can be presented as
- X
= 2.12
X=12 Awy/a’ (2.12)
where
Aw=a / dz ®(2)(G * ®)(2) (2.13)
Qw

gives the radiative shift of the exciton frequency in the photonic crystal. It is useful to compare
Eq. (2.13) with well-known expression for the radiative shift in MQW structures with a homogeneous
dielectric function [37-39].
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Using the general solution (2.10) we can find a relation between the field at different sides
of the elementary cells (z = z1). Because the field is uniquely specified by providing the amplitudes

c1,2 we have \
(2> (z4) =T <2> (=), (2.14)

where T}, is the transfer matrix written in the basis of the linearly independent solutions inside the
elementary cell \ \
- dnwx (2 P2
Th=1+—5 (—w? -tpzwl) ’ (2.15)
where 1 is the unit matrix. It should be noted that Eq. (2.15) is valid for an arbitrary form of
the exciton envelope wave function and spatial modulation of the dielectric function as long as the
period of the arrangement of the quantum wells coincides with the period of the spatial modulation
of the dielectric function.

Now, we use the freedom of choice of the pair of the solution to simplify the expressions
obtained. We note that one of 1 2 can always be turned to zero by a special choice of hy 2.1 In the
case when €(2) is invariant with respect to mirror reflection relatively to the center of the quantum
well such choice of hy s corresponds to hy and hs being even and odd solutions with respect to the
center of the quantum well. The existence of such solutions with the definite parity is guaranteed
by the symmetry of €(z). Below we will consider only this symmetrical case. The generalization of
the consideration is straightforward but requires more complicated analysis.

Sometimes we will call h; and hs even and odd modes of the photonic crystal. It should be
understood that actual modes of the photonic crystal defined as solutions of appropriate boundary
problems are not necessarily even and odd functions with respect to the center of the elementary
cell. Moreover, due to the Bloch theorem the modes of a photonic crystal have a definite parity
only at specific frequencies that are naturally identified with boundaries of the forbidden gap in the
spectrum. However, all modes of the photonic crystal can be represented as linear combinations of
the even and odd solutions A 5.

It should be noted that after fixing the symmetry the functions h, o are still determined up
to a constant factor only. However, observables, such as, for example, the positions and the widths
of forbidden gaps, do not depend on this factor due to appropriate entrance of W;,. For example,
the functions h; 2 can be found as solutions of a Cauchy problem for Eq. (2.9) with initial conditions
{some formal details can be found in Ref. {40] where the spectrum of a Shrédinger equation with a
periodic potential is studied using similar approach)

hi(0)=1,  m(0)=0,

h2(0) =0,  hy(0) =1. (2.16)

With such a choice of the initial conditions we have W), = 1. We will write general results in a

covariant form, i.e. independent on a particular choice of the initial conditions in corresponding

Cauchy problems. However, discussions will be done having in mind the initial conditions (2.16).
Let h; be the even solution then ¢y = 0 and the transfer matrix for the coefficients ¢; 5 is

Th =14 8.4, (? g) y (217)

11t raises a question is it possible to have both ¢; 2 equal to 0. Generally it can be proven that it is impossible
below the frequency of the first photonic band gap, so the latter is always effected by the exciton-light interaction.
This impossibility can be proven also for all frequencies for considered here model of symmetric quantum wells and
spatial modulation of the dielectric function, and for §-functional approximation for the envelope wave function. These
results make the question about the possibility for the effective exciton-light interaction to be completely inhibited
rather academic.
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where ¢; = k5(24) is the value of k,(z) at the boundary of the elementary cell and

2 2,42
85(w) = —R(w) T tt (218)
gsC
Substitution of ¥ yields
T
S = . 2.19
o) w—wy— Aw+ iy’ (2.19)
where I’ is the radiative decay rate,
2raw?p?
r,==—-ri 2.20
* qsc2 ( )

The function Ss(w) plays an important role in determining the effect of the exciton-light interaction
on optical properties. In particular, the resonant absorption of light occurs at a frequency wy + Aw
where the pole of S;(w) is situated. This is important that the main parameters — the resonant
frequency and the radiative decay rate — can be found in a single quantum well optical experiment.
We note that the radiative shift of the exciton frequency Aw is small provided by the narrowness
of quantum wells and often is neglected. In what follows by the exciton frequency we will mean the
resonant frequency of S,(w). Also, for shortness we will refer to the function S,s(w) as the excitonic
susceptibility.

The basis of a pair of linearly independent functions is clearly convenient to derive the
transfer matrix through a single elementary cell staying inside the cell. To obtain the transfer
matrix through the period of the structure it is necessary to satisfy the continuity of the field and
its derivative at the boundary between different elementary cells. This problem appears since the
even and odd solutions in one cell are not necessarily even and odd with respect to the center of the
next cell. This problem can be solved but, instead, using the conversion rule (A.9) we convert the
matrix to more conventional basis of plane waves

E(2) = E,€'%* 4 E_e "7, (2.21)

As will be seen shortly the transfer matrix in the basis of plane waves T is convenient to
be represented in the form

_( _af  @f-af)f
T= ((af ~fa)j2  af ) : (2.22)

This representation is extensively used in the present paper and, in what follows, we will refer to it
as (a, f)-representation. The parameters of this representation, a and f, are found to be

=92, = bl .S‘g s
A o
a =g, f =97 +iS.95,
where . (o) 1
=— 1\Z4 _ . ,
[ e [h1(z+) + i ] R ligeha(z4) + ho(z4)]. (2.24)

2.1.2 p-polarization

As has been mentioned, the important difference between s- and p-polarized waves is that
they satisfy different differential equations since for the latter case V - E # 0. For conventional
photonic crystals the p-polarized waves are conveniently described in terms of the magnetic field
(see e.g. Ref. [41]). However, the existence of dipole active excitations essentially reduces this
convenience by the necessity to close the equations by finding the interaction of the excitons with
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light in terms of the magnetic field. This problem, of course, can be solved but it leads to quite
cumbersome expressions which make it difficult to establish a relation with the results obtained
above. Therefore, it is reasonable to stay in the frameworks of the equations with respect to electric
field.

The electric field can be represented in a similar to Eq. (2.4) form

E(z,p) = [6xEx(2) + &, E,(2)] P, (2.25)
The amplitudes E; ,(z) satisfy the system of the ordinary differential equations
d*E, dE,
Fa ik P + .‘»cp(z)Em =
x(@) S @ () / dz (') Ea(), (2.26)
m
_ikdfz’” + [k2(2) - K*] E.(z) =0,

where nf,(z) = w?e(2)/c?. Deriving these equations we again explicitly have taken into account that
only the in-plane component of the electric field interacts with the heavy-hole excitons. Solving the
second equation with respect to E, we obtain the closed equation for E,(2)

= [ + sitarE. -
g (2.27)
__X(w)4:2 3 ,(2) / 2 ® () Ea(2),

where p(z) = xk2(2)/[k2(z) — k?]. This function can be seen to be determined by the local angle of
propagation of the wave, p(z) = 1/ cos? 8(z).

The derivation of the transfer matrix for the p-polarized field follows exactly the same steps
as in the previous subsection with an important specific detail. The Wronskian of two solutions of
“homogeneous” version of Eq. (2.27) (that is with x = 0) is not a constant but depends on z [36].
However, writing down this dependence as ‘

p(z4)

W(z) =W, o) (2.28)
one can see that the main results of the previous subsection are immediately applied. In particular,
the transfer matrix in the basis of plane waves can also be represented in the form (2.22). There
are only simple changes in definitions of the parameters of the (a, f)-representation. First of all,
in the definition (2.24) as the pair of functions h; o there should be even and odd solutions of the
“homogeneous” version of Eq. (2.27). Second, the expression for the radiative shift of the exciton
frequency (2.13) changes because now, instead of Eq. (2.8) one has

1

(GxF)le) = Whp(z+)

/ 2 F(2') [ () ha(2) — ha(2)ha(2)]. (2.29)

Z_

Finally, the function S,(w) can be introduced which also has the Lorentz form as in Eq. (2.19) with
the modified radiative decay rate that becomes

_ 2raw?p?

apc?p(z4)’
where g, = kp(z4). It is seen that these expressions and corresponding expressions for an s-polarized
wave coincide in the case of normal propagation, i.e. when k£ = 0.

(2.30)

P
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2.2 The structure of the transfer matrices

The fact that the transfer matrices for both polarizations allow the (a, f)-representation is
not a coincidence but is related to a structure of the Maxwell equations. To demonstrate this let us
consider Eq. (2.5) in a particular case corresponding to the passive structure (x = 0). Let E(z) be
a solution of this equation. Taking complex conjugation of the equation one can see that E*(z) is
also a solution. Then, one finds that

dii (EE*' - E'E*)=0. (2.31)

Now, representing the electric field in the form (2.21) the relation

£ 0 (B2 - |B-1)] =0 (2.32)
is found. This relation can be shown to correspond to a constancy of the flux of the Poynting vector
through a plane perpendicular to the z-axis and represents the fact that there are no sources or
drains of the energy in the system. From Eq. (2.32) follows that the transfer matrix through the
period of the structure must preserve the combination |E,|?> — |E_|2. The same can be shown for
p-polarization. This proves that the transfer matrix written in the basis of plane waves belongs
SU(1,1) [42]. A general form of an element of SU(1,1) is [42]

(N T
T—(T; Tf)’ (2.33)

where Ty are complex numbers and |T1|* — |T32 = 1. The (a, f)-representation can be seen
to correspond to a particular case of Ty being purely imaginary. Such transfer matrices describe
structures that posses mirror symmetry. Indeed, the condition of this symmetry can be written in
the form ¢, To, = T~!, where o, is the Pauli matrix. Substitution of Eq. (2.33) into this equation
gives Ty = —T3. The converse statement can also be easily checked. The corresponding statement
regarding the full equations (2.5) and (2.27) can also be proved but the proof is rather technical and
we do not provide it here?.

Structures with the mirror symmetry have a nice property to allow a relatively simple
analysis and still demonstrate a rich variety of interesting phenomena. Therefore they attract a lot
of attention (see e.g. Ref. [43]). If such a structure is built of blocks that have the mirror symmetry
by themselves then the transfer matrix through the entire structure can be easily written in terms of
matrix element describing the individual blocks. Indeed, let us look at a structure with the period
BAB where the transfer matrices of the blocks A and B have the form T'(a1, fi) and T(az, f2),
respectively, in the (a, f)-representation. Then the transfer matrix through the period is

T(a2?f2)T(a‘17fl)T(a27f2) = T(a7 f)a (2.34)

where

a=aj02f — %l (82f2 ~ a2 f2),
(2.35)

f=fofiaz + !;l (82f2 — azf2) .

2The non-locality of the equations with the exciton polarization seems to be a problem for a straightforward
derivation of a relation (2.31). This problem can be resolved in several ways. One of the simplest is a consideration
of an equivalent local equation. The equivalence is understood here in terms of transfer matrices.
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To establish a connection with well-known results let us consider several important exam-
ples. The first example is when the blocks B are homogeneous barriers whose the transfer matrix
is Tp(dp) = diag [exp(igs), exp(—igs)]. In this case one has ap = fa = exp(ids/2) in Eq. (2.34) and
thus

To(¢e)T (0, [)To(¢e) = T(ac'®, fe'%). (2.36)
Another example is when a mismatch of the indices of refraction at the boundaries of the block A
and the surrounding barriers is taken into account. In this case one has

T(a+ap, f - fp)- (2.37)

TP(P)_IT(aa f)TP(p) = 1— p2

where p is the Fresnel reflection coefficient [44] (see below Eq. (2.45)), and T, is the matrix describing

the interfacial scattering
-1 (1o
T, = T3, (p 1) . (2.38)

The real factor in Eq. (2.37) can be incorporated into a and f due to the useful relation (with real
A)
AT(a, f) =T(Aa, f) = T(a, Af). (2.39)
The formulas (2.34), (2.36) and (2.37) are basic tools for obtaining the (a, f)-representation
of a matrix in terms of more elementary transfer matrices. This method is often more practical than
solving corresponding differential equations. It is interesting, however, to note the reverse: the
parameters of the (e, f)-representation are boundary values of solutions of a corresponding Cauchy
problem.

2.3 The dispersion equation

In the formalism of a transfer matrix in the basis of plane waves the polariton dispersion
law can be obtained using [45)

cos Kd = %Tr T, (2.40)

where K is the Bloch wave number and d is the period of the structure. From the fact that detT =1
follows that fa + fa = 2. Using this identity we can write the polariton dispersion law in the form

cos? (%i) = Re(a)Re(f), (2.41)

where the real part is defined as Re(a) = (a + @)/2. The forbidden gap is determined as such a
frequency region where the r.h.s. of this equation becomes negative or bigger than 1 because in
these cases the Bloch wave-number becomes complex and this corresponds to evanescent modes.
These conditions, being the r.h.s. negative or bigger than 1, can be seen to determine different
parts of the forbidden gap and this makes an analysis of the structure of the spectrum somewhat
cumbersome. However, the consideration can be easily unified noting that the dispersion equation
can be equivalently written as

sin? (%) = Im(a)Im(f), (2.42)

with Im(a) = (a — @)/2i. Now, the gaps that are at the frequencies where the r.h.s. of Eq. (2.41) is
bigger than 1 correspond to frequencies where the r.h.s. of Eq. (2.42) is negative. This circumstance
allows one to consider all gaps in the same way.
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N,

Figure 2.2: The periodic structure built of two blocks. Vertical dashed lines show the boundary of
the elementary cell. The angles of propagation inside the blocks are related by Snell’s law.

The representation of the dispersion equation in the form (2.41) or (2.42) [and, hence, the
transfer matrix in the form (2.22)] has that advantage that the polariton forbidden gap corresponds
to frequencies where one of the terms is negative. Such factorization of the equation drastically
simplifies the analysis of the spectrum. We demonstrate how it works for the examples of known
structures and apply the results obtained for more general situation.

2.3.1 Passive multilayer structure

Let us consider a structure built of a periodic sequence of two blocks characterized by the
widths dp ., and the indices of refraction np,,. To emphasize the mirror symmetry we choose the
elementary cell as shown in Fig. 2.2. The transfer matrix through the period of the structure has
the form

T = T,° 1,1, T,1,"%, (2.43)
where is
ereew 0
Tb,w=( 0 e_w,,,w,) (2.44)

Db, = Wy 4pdp 4y €OS By 1y /¢ and Oy ., are the angles of propagation of the wave.

The scattering of the electromagnetic wave at the interface between different blocks depends
on both the angle of incidence of the wave and its polarization state. These effects are described by
using Fresnel coefficients p, and p,

Ny €08y — nycosly

" ny cosfy, + npcosby’
Ty COS 0, — ny cos b,
" g €080y + np cos by,

ps

(2.45)

Pp

for s and p polarizations respectively. Below we denote the Fresnel coefficients simply by p having
in mind that for a particular polarization one of these expressions should be used.

Using Egs. (2.36) and (2.37) we can obtain the (a, f)-representation of the transfer matrix.
Then making use of Eq. (2.39) we can factor out the term 1/(1 — p?) and write

a= eiw7'+ + peiw-r_’ f — eiw7'+ _ peiw'r_’ (246)
where 74 = (¢p & ¢ )/2w. For this case Eqgs. (2.41) and (2.42) turn to
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As follows from these equations there exist forbidden gaps of two types. First, where the r.h.s. of
the first equation becomes negative, Re (a)Re (f) < 0, and, second, where the same is valid for the
second equation, Im (a)Im (f) < 0. If 74 and 7_ are incommensurate these gaps alternate along
the frequency axis and correspond to the gaps appearing in vicinity of the odd and even Brillouin
boundaries. For the convenience we will call these gaps odd and even respectively.

The edges of the forbidden gaps are situated at the frequencies where different terms in
these equations vanish®. For example, if p > 0 than Re(a) changes its sign at the low frequency
boundary, Q. of the first gap and the same occurs with Re (f) at the high frequency boundary,
Q4. That is the edges of the forbidden gap satisfy the equations

Re[a(24:)] =0, Re[f(Q_)]=0. (2.48)

The center of the gap is situated at Q. = (04 +2-)/2 and its width is Ape = Q4 — Q_. The left

and right edges of the next odd gap are given by Re (f) = 0 and Re (a) = 0, respectively, and so on.

The explicit form of these equations is obtained using definitions (2.46)
cos(Q.7y) — peos(Q1_) =0, (2.49)
cos(Qy74) + peos(Qyr-) = 0.

In the simplest case when the layers have the same optical width one has 7— = 0 and the positions

of the edges of the forbidden gap are w,(1 £ 2arcsin(p)/=), where

(2.50)

WpTy = 5.
While this case gives a convenient reference point, however, having in mind applications to multiple
quantum well structures (MQW) an opposite case, when the optical widths of the layers are different,
is of more interest. Generally, as one can see from Eq. (2.49) the boundaries of the gap are situated
asymmetrically with respect to w, and in the assumption of narrow gap, that is fulfilled for angles
not too close to the angle of the total internal reflection, are given by

_ 2psin ¢y,
Q4 =w, (1 + —-———Tr(l n pcos¢w)) . (2.51)

2.3.2 Multiple quantum well structure

An opposite limiting case is when all layers in the structure have the same index of refrac-
tion, n, but there are optically active excitations in the quantum wells. The propagation of light
through a quantum well is described by the transfer matrix of the form

_ (e (1-4S) —iS
Tw= ( is el +iS))' (2:52)

Here ¢, = wnd,, cos by, /c. The excitonic contribution to the scattering of the light is described by
[compare with Eq. (2.19)]
r
=9 (2.53)
w—wp + 1y

The radiative decay rate, I'g, depends on the angle of incidence. As follows from Egs. (2.20) and
(2.30) for structures with homogeneous dielectric function these dependencies for different polariza-
tions are (32, 46, 47]

T{Y =Ty/cosf,, TP =Tqcosb,. (2.54)

31t can be shown that if 74 and 7_ are commensurate then at some frequencies both terms become zero simulta-
neously. That is the corresponding gaps collapse and a continuity of the band establishes.
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The transfer matrix through the period of the structure, thereby, is
T =T1)*1,T}/2 (2.55)
The parameters of the (a, f)-representation of the transfer matrix through the quantum well are
a=¢%/2  f=¢eP/2(1_4S) (2.56)

[it is useful to compare them with those given by Egs. (2.23)]. The dispersion equation is, thus,
[48-50)
2 (Kd .

cos (—2—) = coswry (coswTy + Ssinwry). (2.57)
A straightforward application of the approach from the previous subsection is complicated by the
fact that the second term in this equation has a singularity at the exciton frequency wp. This
singularity, however, is cancelled by the first term if the condition cos(wp7;) = 0 is met. It is seen
that this condition is equivalent for the photonic half-wavelength at the exciton frequency to be
equal to an odd multiplier of the period of the structure

WoT4 = g +7n (2.58)

and is called the Bragg resonance. The spectrum of such structures is characterized by a relatively

wide gap with the width
Fo 2F0w0
Ar = A / — =2 [ —— .
r=2 = (1 +2n) (2.59)

indicating enhanced coupling between light and QW excitons.

2.3.3 MQW structures with a mismatch of the indices of refraction

Now, we consider the situation which is a combination of the two just analyzed. In this
case we assume that quantum wells in a MQW have the index of refraction different from that
of the barriers. Different aspects of this case have been considered in a number of publications
[32, 33, 387, 51-54] including the polariton spectrum in such structures [32, 33]. However, here we
consider this case in details since it gives perfect illustration of analysis of factorized complicate
dispersion equations.

The transfer matrix for this structure is obtained from Eq. (2.55) by taking into account
the scattering at the interfaces between the quantum wells and the barriers,

T =T, T T, T, T,/ (2.60)

The dispersion equation following from the (a, f)-representation of the transfer matrix has the form

COS2 (%) = 1T1p—2—Re(aPC)[R'e(fPC) + Slm(GPC)], (261)

where apc and fpe are calculated for a passive multilayer structure and are given by Eqgs. (2.46).
Similarly to what we had before, the structure of the gap near the exciton frequency is
complicated by the singular character of the excitonic susceptibility that compels taking into account
both conditions of the existence of the gap (see Fig. 2.3). However, as one can see from Eq. (2.42)
when the exciton frequency coincides with the position of the right edge of the photonic band gap
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Figure 2.3: The dependence of r.h.s. of Eq. (2.61) scaled by 10° on frequency for slightly
off-Bragg structure. The material parameters are chosen to be close to typical parameters of
GaAs/Al,Ga;._,As structures: p = 0.03, Ty = 60 peV, wy = 1.5 eV.The frequencies where it is
negative correspond to forbidden gaps. The vertical line shows the position of the exciton frequency.
There is an additional contribution to the forbidden gap where graph exceeds 1 (not shown in this
scale). This addition is given by Qs, Eq. (2.71) and, as can be seen, is small.

€, the singularity of the excitonic susceptibility cancels and the only contribution to the gap is that
given by being the r.h.s. of Eq. (2.61) negative.
Assuming a smallness of the gap we can expand apc and fpe near the frequencies Q4

Relapc(w)] = (4 —w)ty,  Re[fpc(w)] = (- —w)t_, (2.62)
and write the equation for the boundaries of the forbidden gaps in the form

Im(apc)
T

(Ww=-Qp)w=-0Q_)-T =0, (2.63)

where

(2.64)

‘ Re[fpc(w)]

ty = ‘—-Re lapc(w )]
Q-
In Eqgs. (2.62) we explicitly have taken into account the negative sign of these derivatives. The
radiative decay rate, I'g in Eq. (2.63), should be taken according to the polarization of the wave and
the angle of propagation as given in Egs. (2.54).
The imaginary parts of ape and fpe can be approximated using the following argument.
Since

lapc|? = (1 + p)? — 4psin® <w7‘++7—) (2.65)
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and Re(apg) ~ 0, then taking into account the narrowness of the quantum wells we obtain
Im(apc) = 1+p, Im(frc)=1-np. (2.66)

The approximation t_ = 7. Im(fpc) can be derived using the similar reasoning.
Using these approximations the solutions of (2.63) can be found in the form

1
wi =Qek DA, (2.67)

It follows that the forbidden gap is situated symmetrically with respect to the center of the photonic

gap with the width
A =1/A%, + A2 (2.68)

equal to “Pythagorean sum” of the widths of the passive photonic and the modified excitonic gaps,

4Im(a 14
o ( PC) zA2 P

A2 =T
r i 1ﬂl—p

. (2.69)

This is important that in order to have a solid gap the exciton frequency must be situated
not at the center of the gap but rather be shifted towards the higher frequencies. Comparison of
the properties of the solutions of Eq. (2.63) with a consideration of MQW structures without the
mismatch of the indices of refraction [55] shows that the case of the gap being solid must be identified
with the Bragg resonance. That is the condition of the Bragg resonance in a MQW-based photonic

crystal has the form
wo = Q. (2.70)

The reason for the necessity of modification of this condition is clear. Indeed, to provide an effective
optical coupling between the excitons in different quantum wells the distance between the quantum
wells must be multiple of half-wavelength of the electromagnetic wave at the exciton frequency. How-
ever, in structures with a modulation of the dielectric function the dispersion relation of the waves
is essentially modified in the vicinity of the boundary of a Brillouin zone [Eq. (2.47)]. Therefore, to
find the wavelength of the wave at the exciton frequency it is necessary to use the dispersion law of
the structure with the modulated dielectric function rather than a homogeneous one.

While the results presented have been obtained using the assumption that p > 0 (that is,
for the normal propagation, n,, > n;,) they remain valid in the opposite case due to the symmetry
of the transfer matrix under the transformations p — —p and apc + fpc. In other words, when we
have the opposite relation between n,, and n; all the arguments used above can be repeated with the
mirror reflection of the frequency axis with respect to the center of the photonic gap. In particular,
the Bragg resonance occurs when the exciton frequency coincides with the left (low frequency) edge
of the photonic band gap.

For the case of the normal propagation, when p = (n,, — )/ (1, +n4), these solutions were
obtained in Ref. [33]. In a general case Eq. (2.69) yields the dependence of the excitonic contribution
to the forbidden gap on the angle of propagation and the polarization state of the electromagnetic
wave. When the angular dependence of the spectrum is considered it is necessary additionally to
take into account that the position and the width of the photonic band gap depends on the angle of
propagation and the polarization. Both these effects are taken into account by Eqgs. (2.49) with the
Fresnel coefficients given by Eqs. (2.45).

It is natural to consider two problems regarding the angular dependence of the spectrum.
First one corresponds to the situation when the system is tuned to the Bragg resonance at an
oblique propagation of the electromagnetic waves in the structure. The second one describes the
fixed structure tuned to the Bragg resonance at normal propagation.
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Figure 2.4: Dependence of the Bragg resonance frequency wp/w, [see Eq. (2.50)] on the angle of
propagation 8, measured in the barriers. The material parameters are the same as in Fig. 2.3. Bold
and thin lines correspond to p— and s-polarizations, respectively. The vertical lines (the error bars)
show the forbidden gap for each polarization. For better visibility the gap is scaled by the factor of
5.

On Fig. 2.4 the dependence of the Bragg frequency on the angle of propagation is shown
for both s- and p-polarizations. Due to the narrowness of the quantum wells the position of the
Bragg resonance approximately follows the renormalization of the optical width of the period of the
structure o cos(f) for both polarizations. Meanwhile, the change of the width of the gap with the
angle of propagation essentially depends on the polarization. The width monotonously increases
with the angle for s-polarization. For p-polarization it first, decreases, reaches its minimum at
Brewster’s angle, where the only contribution to the gap is due to the exciton-light interaction,
and then increases. It should be noted that at Brewster’s angle, found from the equation sin 8, =
N/ \/nb2 +n2, the Fresnel coefficient p, changes its sign [it corresponds to 8, = 0.8 in Fig. 2.4].
Thus, the symmetry argument pointed above says that the Bragg resonance condition corresponds
to coinciding the lower frequency edge of the photonic band gap for p-polarized wave.

When the exciton frequency is not tuned to 4, so that § = wg — Q4 # 0, in addition to
the contributions to the gap found from the condition of being the r.h.s. Eq. (2.41) negative there
is one more. It is caused by the singularity of the excitonic susceptibility and can be found looking
at the frequencies where the r.h.s. of Eq. (2.42) is negative. In the same approximation as above,
we find that this patch is between wp and wg + 5, where

Qs = gué&%, (2.71)

extending to the left or to the right from wy depending on whether wy is smaller or bigger than
Q4. For slightly off-Bragg structures this frequency is small and in what follows we neglect this




26

correction to the structure of the band gap.
Thus, the gap is determined by zeros of r.h.s. of Eq. (2.41) and as the result the structure
of the gap is determined by four frequencies: wp and the roots of the equation
AR

(w—94) [(w -0 _Hw —wp) - T:| = 0. (2.72)

If we put these four frequencies in ascending order the gap is determined by the first and
second pairs of frequencies with a transparency window between them (see Fig. 2.3). The exact
order depends on relation between wy and Q. If wg < Q4 then the gap is between w’ and wy and

between Q4 and !, where
§ 1 =
w;=Qc+§i§\/(APc—a)2+A%, (2.73)

while there is a window between wp and €. Thus, detuning the exciton resonance frequency away
from € leads to the appearance of the transparency window between wg and €24 in the forbidden
gap obtained before for the case wy = Q4 and slight modification of the external edges of the gap.
Taking into account Qs results in shifting the edge of the window from wp to wo+s. This result is in
a qualitative agreement with the analysis of off-resonant MQW structures [55] and this additionally
confirms the consistency of the modification of the condition of the Bragg resonance to have the
form (2.70). Moreover, now it is clear that the situation when the exciton frequency satisfies a
“standard” Bragg condition actually means having a system detuned from the resonance. Such a
detuning shows up as a transparency window in the forbidden gap [26] or as a dip on the reflection
spectrum [54, 56, 57).

With detuning of the system away from the Bragg resonance the second question about
the angular dependence of the spectrum is related. This is the situation when the system is tuned to
the Bragg resonance at normal propagation, the exciton frequency and the period of the structure
are fixed, and the polariton spectrum is considered for different angles of propagation. As follows
from Fig. 2.4 the Bragg frequency increases with the angle of propagation and, therefore, the struc-
ture becomes detuned from the Bragg resonance. Two gaps appear separated by the transparency
window. One of the gaps is adjacent to the exciton frequency and another one is detached. Fig. 2.5
shows the angular dependence of the forbidden gap for the case of s-polarization. The behavior of
the detached band-gap essentially depends on polarization. For both polarizations there is a collapse
of the detached gap occurring at the angle where Q. = w/_ (slightly different for different polariza-
tions). This collapse is a specific feature of the resonant photonic crystals and is absent in either
purely passive structures or MQW. The dependence of the adjacent gap on the polarization is rather
weak. This is clear from the following reasoning. A noticeable difference between the polarizations,
as seen from Fig. 2.4, should appear at such angles where wg — wp > Ar, Apc. As follows from
Eq. (2.73) the width of the adjacent gap in this case is

A

o —w (2.74)

Aadj ~

and, up to terms «x A,4;Apc/{wp — wo), is the same for both polarizations. This weak dependence
accomplished with the relation between the polariton’s dispersion law and the optical properties of
finite structures [54] leads to the omnidirectional reflectivity of the structures under consideration.
It follows from the notion that usual scattering problem is set up for a structure embedded in
a medium with essentially lower index of refraction (air or vacuum). As the result the angles
of propagation inside the structure can not exceed the angle of the internal reflection 6. at the
boundary between the structure and surrounding medium. Therefore, for all angles of incidence
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Figure 2.5: The dependence of the band-gap structure of the s-polarized wave on the angle of
propagation 6, measured in the barriers. The material parameters are the same as in Fig. 2.3. The
dashed regions correspond to the forbidden gaps. The structure is assumed to be tuned to the Bragg
resonance at normal propagation.

the range of frequencies between wy and w’ (6.) corresponds to the forbidden gap and, therefore,
to a resonant reflection. The similar effect has been considered for the case of passive photonic
crystals in a number of publications [58-61]. Here we would like to emphasize the feature specific
for resonant photonic crystals. Assuming a smallness of the angle of total internal reflection (for a
air-GaAs interface 6, =~ 0.28) we can describe change of the edges of the photonic band gap by a
simple renormalization of the optical width of the period Q4 — Q1 /cosf. It results in the width
of the region corresponding to the omnidirectional reflection in the form

1 A&
2 Q+ Sin2 00 - 2Apc ’

(2.75)

Aomni ~

where we have assumed that the photonic forbidden gap is not too wide, i.e. Q4 sin?6, > 2Apc. It
is seen that the presence of quantum wells essentially weakens the condition of the omnidirectionality
in comparison with passive photonic crystals.

2.3.4 General modulation of the dielectric function

Using the formalism developed and the expressions for the parameters ¢ and f obtained
before [Eqgs. (2.23)] we can derive the dispersion equation in the form Eq. (2.41)

cos? (%) = E%(_Viﬂ [h1(2+) + Sgha(2+)] (2.76)
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Figure 2.6: Dependence on frequency of Im(Kd) (solid lines, left scales) for a passive structure
(S = 0) and the boundary values of the solutions of Eq. (2.9) (right scales). The modulation of
the dielectric function is chosen in such a way that n(z) = 3 + cos?*(rz/2d), for calculations the
value d = 1 has been used. (a) hy(w) (dashed line), h5(w) (dotted line), Kd is the solution of
Eq. (2.76). (b) ho(w) (dashed line), h{(w)/5 (dotted line), Kd has been found from Eq. (2.77).
Different dispersion equations give the same result, but the conditions of being r.h.s. of these
equations negative determine different forbidden gaps.

or Eq. (2.42)

2 Wp,

The dispersion equations have this form for all polarization. The only difference is using S, ¢ and
f1,2 appropriate for particular polarization. Egs. (2.76) and (2.77) are ready for using the general
procedure. In particular, the photonic contribution to the forbidden gap is obtained by setting x = 0
in Eq. (2.76), so that the frequencies Q4 corresponding to the edges of the gap satisfy the equations

(ﬁ) = _ha) oy Sar ). (2.77)

b1 (Z+, Q—-) =0, hl2(z+’ Q+) =0, (278)

where {2; as arguments denote that the functions hy 5 are solutions of corresponding homogenous
equations [Eqgs. (2.5) or (2.27) with x = 0] when w = Q respectively.

Thus the boundaries of the forbidden gap lie at points of zero of even and the maximum
of odd solutions. This puts the result about the gaps in the spectrum of a photonic crystal in a
perspective of the oscillating theorem about the number of zeros of an n-th eigenfunction of a Sturm-
Liouville problem [62] (see Fig. 2.6). In Egs. (2.78) we implicitly assumed that the odd solution
reaches the maximum at a frequency which is bigger than that where the even solution vanishes.
Of course, the exact answer depends on details of the modulation of the dielectric function. This
assumption is true for such €(z) that monotonously decreases, for z > 0, from the position of the
quantum well up to the boundary of the elementary cell and this is enough for our consideration
here.

The analysis of the full dispersion equations repeats the one provided in the previous
subsection, with the substitutions ape = g2 and fpe = g1. In particular, the parameters, t., of the
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equation for the boundaries of the forbidden gap, Eq. (2.63) are defined in terms of boundary values
of f1,2 as
1 |8hi(022) by = 1
VWi | 0w |’ VW dw

Following the outlined procedure we immediately obtain the necessity of the modification of
the Bragg resonance obtained before for the case of a piece-wise constant modulation of the dielectric
function. In order to have a solid forbidden gap, the singularity of the excitonic susceptibility at
the exciton frequency must be cancelled by the first term fi(z4) in Eq. (2.76). This corresponds
to coinciding of the exciton frequency and the high frequency boundary of the photonic gap, Q.
Egs. (2.78) prove the representation of the Bragg resonance condition in terms of the effective optical
width of the period of the structure, #, defined by Eq. (3.16) (see Chapter 3). At the point where
fz = 0 one has a/a = —1 yielding #(24) = 7. This allows one to write down the Bragg condition
in the form similar to what one has in the case of pure MQW structure, ¢(wp) = w. This form is
convenient, for practical calculations.

The second result is the width of the forbidden gap in the case of the Bragg resonance.
Performing the expansion similar to Eqs. (2.62) we can obtain the equation for boundaries of the
forbidden gap

Ohy(224)

¢ = (2.79)

w — wWo

(w— Q) (w -0 - M) =0, (2.80)

with A% given by the first part of Eq. (2.69). The analysis of Eq. (2.80) completely repeats that of
Eq. (2.63). In particular the width of the forbidden gap is determined by the Pythagorean sum of
the photonic and excitonic contributions

A? = A%, + A2, (2.81)

where Apc = |24 — Q.|. The relation between the parameters apc and fpc and the solutions
of corresponding differential equations allows us to express the renormalization of the excitonic
contribution to the forbidden gap in terms of a quantity having a direct physics sense. Using the
standard procedure of differentiating of a solution of a differential equation with respect to parameter
one obtains for s- and p-polarizations

o\ 2 N
2 2 W,
Ar _ e quV(;;)’ and Ar _ Ty hp((f)+)’ (2.82)
Ar 4Q _wous Ar 4Q_wouy
respectively. Here we have introduced
1 2
ul) =5 [dee@B’, (2.83)

where Eﬁl,), is the s- and p-polarized electric fields corresponding to the even mode of the photonic
crystal. Eq. (2.82) describes the effect of the modulation of the dielectric function on the exciton
contribution to the exciton-polariton spectrum. First, as could be expected, only even mode of the
photonic crystal contributes to the exciton-photon interaction and, second, the modification can be
estimated to be proportional to u,(,}u) /u(l), where u,(,lw) and v are the energies of the even mode of
the photonic crystal in the quantum well and the whole elementary cell, respectively. This means
that the modification of the exciton-light interaction depends on the distribution of the electric field
inside the elementary cell at the frequency corresponding to Q_. If the electric field is pushed out of
the center of the elementary cell, i.e. the quantum well, then the excitonic effects are reduced and

vice versa.
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Figure 2.7: Dependence of Im(Kd) on frequency for different structures in a vicinity of the first for-
bidden gap when the exciton homogeneous broadening is taken into account. Dashed line represents
the passive structure from Fig. 2.6. Solid line shows a Bragg-MQW structure with a homogeneous
dielectric function. Dotted line represents the structure with combination of quantum wells and
the smooth modulation of the dielectric function. The characteristic feature is a divergence of the

penetration length (Im K)™! at the exciton frequency.

Consideration of off-Bragg structures is exactly the same as in Section 2.3.3 with the same
main results. Therefore, we do not repeat it here. We supplement the analysis provided in the
previous subsection by a discussion of an effect of homogeneous broadening on the spectrum of
the exciton polaritons. We assume that the only source of the dissipation of the energy of the
electromagnetic wave is a broadening of the exciton line. In the presence of losses the conception
of band gaps becomes ill-defined because the imaginary part of the Bloch wave-number, generally
speaking, is not zero at all frequencies. Therefore it is necessary to consider directly solutions of Eq.

(2.76). Representing Kd in the form

Kd=m4+1iX (2.84)
and assuming a smallness of A we can write
A2/4
2 gt (2 — e :
A 4t+t ( + (.4)) (w Q @ —wp — ’l/')/ (2 85)

As one can see from this expression A vanishes at the frequency corresponding to the right edge of
the photonic band gap. The similar effect of divergence of the penetration length of polaritons in
media with homogeneous broadening takes place in MQW [55] structures without the contrast. The
important difference, however, is that in the latter case it happens at the exciton frequency that lies
at the center of the forbidden gap. Fig. 2.7 shows the comparison of the solutions of the dispersion
equation for different structures with taken into account the exciton homogenous broadening.

To complete the consideration of the exciton polaritons in the resonant photonic crystals
let us briefly discuss the dispersion law w(K) of the polaritons near frequencies corresponding to the
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Figure 2.8: The periodic structure with two quantum wells (dark rectangulars) in the elementary cell.
Dash lines show the boundaries of an elementary cell having the mirror symmetry. The quantum
well with the exciton frequency w, is assumed to have the index of refraction different from other
elements of the structure.

band edges. The polariton’s dispersion law can be obtained resolving Eq. (2.76) with respect to w.
In the case of the Bragg resonance it reduces to a quadratic equation with the solutions

wi(K) = Qe + %\/AZ T O —Ka), (2.86)

where Kg = 7/d is the Bloch wave-number corresponding to the boundary of the first Brillouin
zone and ¢ = d/t;t._. These two branches with positive and negative masses, m+ = £2R%2A/¢? lie
in the bands that are above and below the forbidden gap, respectively. In addition to these branches
there is one more dispersionless branch at the exciton frequency wg(K) = wo.

Let now the system be detuned from the Bragg resonance with the parameter of the de-
tuning § = wy — Q. If the detuning is not too big, |§] < Ar, it leads to only a slight modification
of the polariton branches (2.86). In particular, the magnitudes of their masses are little bit different

in this case Anes 05
_ _Bpc
m4(6) =ms (1 Az :EA:FAPC).

Near the band edges the dispersion laws of these branches become w4 (K) = w/, + k(K — K3)?/2m..,
where w/, are given by Eq. (2.73).
What is more important is that the third branch acquires the dispersion
% 2
wB(K) =Q++E(K—KB) . (288)
r

(2.87)

That is the mass of the third branch (the braggaritons [26]) becomes finite in the off-Bragg structures
mp = F2A2/2(5. Let us note that the extremum point of the dispersion curve lies at ;. and the
mass of the braggaritons, particularly its sign, depends on the parameter of detuning.

2.3.5 MQW structures with complex elementary cells

Here we illustrate the application of the developed technique to structures with complex
elementary cells studied in Ref. [33]. We consider only one particular example when the elementary
cell contains two quantum wells half-period apart and these quantum wells differ by the value of
the exciton frequency, w; and w; (see Fig. 2.8). One of the interesting results obtained in Ref. [33]
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for such structures was that the condition of having a solid gap involves all excitonic frequencies
in the system. That is, this is not enough just to tune the period of the system according to, for
example, the mean value of the frequencies. It is necessary to have the special separation between
the frequencies. Second, at the same value of the period as Bragg MQW structure with a simple
cell it turns out to be possible to increase the effective interaction between excitons and photons by
the factor of /2. More formally, this is expressed by the fact that the half-width of the forbidden
gap for such structures is

Acs = V2Ar. (2.89)

This eventually means that it is possible to increase the exciton-photon interaction thanks to increas-
ing density of quantum wells in the structure. However, special conditions on the exciton frequencies
must be imposed, while “random” rearrangement of the quantum wells will most likely lead to a
crumbly structure of the forbidden gap and, as the result, to a complicated and rather not favorable
optical spectra.

Here we would like to consider the effect of the mismatch of the indices of the refraction
on the spectral properties of such structures. For this purposes we consider a simple case when all
elements of the structure, except the wells with the exciton frequency ws, have the same exciton
frequency. Formally, the dispersion equation for such structure in the case of normal propagation
has been obtained in Ref. {33] by more conventional methods, but that equation turned out to be
too cumbersome to allow non-numerical analysis.

To apply the technique developed in the present paper it is necessary to choose the elemen-
tary cell with the explicit mirror symmetry. It can be done as shown in Fig. 2.8. The problem of
writing the transfer matrices through the right and left halves of the quantum well can be resolved
in the following way. We note that the quantum well transfer matrix T,, determined by Eq. (2.52)
can be written in a factorized form

Ty = Ty($0/2)TuTo($u/2), (2.90)
where T, is derived from the expression for T,, by setting ¢, = 0. Using this factorization the
transfer matrix through the elementary cell can be written in the form similar to Eq. (2.34)

T = VT Ty(dy + $u/2) T TR T,To(do + b /2) VI, (2.91)

The difference between the indices of refraction is taken into account by introduction corresponding
Fresnel coefficient entering T,. The transfer matrices through different quantum wells Tzf,m) are
obtained from Eq. (2.52) by substitution of the different excitonic susceptibilities

To (2.92)

The square root T{Y can be found to be

- (5 )

Now, we can apply Eqgs. (2.35), (2.36) and (2.37) to derive (a, f)-representation for T. The
dispersion equation following from this representation has a relatively simple form

cos? (KTd) =7 —1p2 [Re(a) + S1Im(a)] [Re(b) + Sz Im(d)], (2.94)
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where a = exp(id4) — pexpli¢_), b = exp(id;) + pexp(id-) [compare with Eqs. (2.46)], and
¢+ = w(2dpn + dyyn £ dyyn2)/2c. Comparison with Eq. (2.61) shows that Eq. (2.94) is proportional
to the product of dispersion equations for MQW structures with a mismatch of indices of refraction
considered in details in Subsection 2.3.3. This fact makes it reasonable to interpret this equation as
an interaction of polariton branches in different sublattices.

It is seen that the structure of the forbidden gap is determined by six characteristic fre-
quencies where r.h.s. of Eq. (2.94) changes its sign, so that, generally, the gap has two transparency
windows. This makes the analysis of the equation somewhat long but straightforward. We restrict
ourselves to detailed consideration of the resonant case when the solid forbidden gap is formed. As
we already know from previously considered examples the solid gap is formed when the exciton
frequencies coincide with one of characteristic frequencies of the system without the corresponding
excitonic contribution. Such frequencies in the case under consideration are the boundaries of the
polariton branches. Let for concreteness one have wy > wi, then for a solid gap to form w; should fall
to the low-frequency boundary of the second branch gap and ws should coincide with high-frequency
boundary of the first branch gap.

Let us denote these frequencies by wliJ. The lower index shows which branch we consider

and =+ denotes high- and low-frequency boundaries, respectively. The frequencies wffz are determined

by
+ 1 1 7 2 2
wy = -2-(w1 +Q._):t '2— ((4)1 —Q_) +AI‘7
1 1
wy = S+ Q1) & 54 /(w2 - Q4)? + AR,

where Q0 are determined by Eqgs. (2.49), and, for simplicity, we assumed the same value of the ef-
fective exciton-light interaction for both branches, i.e. we have neglected possible difference between
the exciton radiative decay rates in different wells and have neglected the renormalization of Ty due
to the spatial modulation of the dielectric function [see Egs. (2.69) and (2.82)]. The generalization
is straightforward but leads to nothing new except cumbersome expressions.

Let us, first, consider the case when the index of refraction of the wells of the second type
is higher, i.e. p > 0. The condition of absence of transparency windows inside the gap (the Bragg
resonance condition) is formulated as w” = wy and wy = w;. Resolving these equations with respect

to the exciton frequencies one obtains

1
wy = Qe, 6= 5 (\/ QA% + A?"C - Apc) s (296)

where wy and § are determined by wq,2 = wpF6/2. Substitution of found relations into the expression
for the width of the gap A = wy — w] gives familiar result

A= 1[ALg+ A%, (2.97)

The opposite relation between the indices of refraction can be considered using transformation
Apc — ~Apc. It changes the Bragg condition [the second equation of Egs. (2.96)] but leaves the
width of the gap (2.97) the same.

Thus, taking into account the mismatch of the indices of refraction in the system with
complex elementary cell leads to modification of the Bragg condition in comparison with what one
has in the case of absent mismatch. This modification has a different character then in structures
with a simple cell. The mean value of the exciton frequencies stays at the center of the forbidden
gap and only the difference between the frequencies must be corrected to take into account the
mismatch. The resultant gap is, as well as in the case of simple cell, again the Pythagorean sum of
the photonic and the excitonic contributions.

(2.95)
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2.4 The effect of a complex structure of the exciton states

In the previous Section we essentially use the (a, f)-representation of the transfer matrix.
As has been discussed the necessary condition of existence of the (a, f)-representation is the mirror
symmetry of the elementary cell. It should be noted that such symmetry is a property of two
characteristics of the medium, the modulation of the dielectric function and the profile of the exciton
wave function. The symmetry of the dielectric function is specified during the growing process
and can be considered fixed. The symmetrical properties of the exciton wave function are the
consequences of those of the confining potential and can be relatively easy changed. For example,
one of the possible applications of multiple quantum well structures is related to the possibility
of the tuning the exciton frequency using the quantum confined Stark effect [63-65]. The applied
electric field obviously breaks the mirror symmetry of the potential and as the result the exciton
wave function does not have a definite parity.

Another deviation from the situation considered in the previous sections is a multilevel
property of the exciton levels. Generally, the different exciton states, 1s, 2s and so on, either have
energies well separated from each other (in comparison with the width of the gap A) or have small
oscillator strength. As the result, in a vicinity of a particular exciton frequency the contributions of
other exciton states are negligibly small. However, in specially engineered structures the situation
can be completely different. As an example let us consider structures with two identical quantum
wells in the elementary cell. If the wells are sufficiently close to each other then the hybridization of
the exciton in these wells leads to splitting of the exciton level with the value of the split determined
by the distance between the wells.

All these deviations lead to changes of the picture of the exciton polariton spectrum in
comparison with that established above. A complete analysis of these changes requires a special
approach different from used above. In present Section we briefly consider the effect of a non-trivial
structure of the exciton states on the polariton spectrum in cases when this effect is in some sense
small. We will consider explicitly the case of an s-polarized electromagnetic wave. Using the results
of Section 2.1 a similar analysis of the case of the p polarization can be provided.

2.4.1 The transfer matrix and the dispersion equation

When the mirror symmetry is absent the transfer matrix does not have the property T51 =
—T2 (see Section 2.2). As the result the transfer matrices can not be represented in the form (2.22).
However, the basic steps to obtain the transfer matrix remain the same. The only difference is the
form of the exciton contribution to the polarization P, because of existence of multiple exciton
levels. The interaction of light with each exciton state is given by Eq. (2.2). Thus, to obtain the
total polarization one has to sum all these contributions. This gives

Puwc= Yxe 2 800) [ 0 00()EL (), (2.98)
£ m

where the index m runs over all quantum wells in the structure and the index £ accounts the exciton
states. The interaction of light with the £-th exciton state is specified by the projection of the
electric field on the wave function of the f/-th state @%)(z) and the corresponding susceptibility
Xe = o/(wg —w+1e). The latter is conveniently represented by a diagonal matrix ¥ (below the hat
is used to denote a matrix in the “space” of the exciton states) with the matrix elements Xzor = per X2.
In Eq. (2.98) and in what follows the bar denotes the complex conjugation. We provide formulas
with generally complex exciton wave functions to resolve the problem of transformation properties
of main quantities under the unitary transformation of the exciton states.
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The derivation of the transfer matrix follows the same steps as in Section 2.1. In the basis
of the functions h; 2 one has

-8 -8
Th=14+2q ( 3112 Sf) , (2.99)

where S;; = —27w? Tr(;“@j) /qc*W},. Here we introduced the matrices @;;, the tensor products of
the vectors

O / dz 0O (2)hi(2), (2.100)
VWi

with the elements ($i;),, = <p£e)<p§e ). The effective susceptibility ¥ in Eq. (2.99) is found to be

= 1 —
X=vx ——— /%, (2.101)
1+ 22 /RGVR
where the matrix é has the elements
Gow = / 4230 (2)(G+ 8)(2). (2.102)

The transfer matrix in the basis of the plane waves can be obtained using mapping (A.9).

We would like to discuss a general structure of the effective susceptibility. As well as in the
one-level case one has a radiative shift of the exciton frequency. In addition to this § has off-diagonal
elements which lead to a weak radiative mixing of the exciton levels [see below Egs. (2.108) and
(2. 110)] It is convenient to separate the diagonal and the off- dlagonal parts of G writing the latter
asG=0Cy+ G, (clearly only the symmetric part of G contributes to gd) Using this representation
the effective susceptibility (2.101) can be approximated by

. 47rw
~

X (2.103)
where the diagonal matrix & takes into account the radiative shifts of the exciton levels

~ 1

= ——— . (2.104)

—~ 2 5
X1+ 452G,

For usual long-period MQW structures both the radiative shift of the exciton resonant
frequency and the off-diagonal part of the effective susceptibility are small. The smallness of latter
is provided by the narrowness of the quantum wells, so that wgl) are small. The radiative shift (and
the whole symmetric part of §) is small for narrow quantum wells because of the same reasoning and
also because of the fact that for narrow quantum wells the terms ha(z1)h1(2z2) and ha(z2)hi(2;) are
close. To these arguments it should be added that if the difference between the energies of the exciton
levels is bigger than the width of exciton related peculiarities in the polariton spectrum then the
off-diagonal part of the effective susceptibility is additionally subsided by the factor oc |wp ~ we| 72,
It should be noted, thereupon, that the situation can be different in special MQW structures. For
example, in mentioned above structures with two sufficiently close quantum wells in the elementary
cell. In such structures the off-diagonal part of the effective susceptibility becomes essential.

The dispersion equation following from the transfer matrix can be written in the form

Rihy

W, ——521512

~ S12). (2.105)

Kd 1
cos ( 5 ) W ——(h3 + S11gh2)(hy — Sozqhl) +
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It is seen that if the exciton wave function has a definite symmetry (either odd or even with respect
to the center of the elementary cells) Si2 91 = 0 and an equation with the structure of Eq. (2.76)
is restored. It should be noted that the absence of the mirror symmetry itself does not imply an
impossibility to factorize the dispersion equation. However, it can be shown that generally the
factorization can not be done similarly to Eq. (2.76), i.e. in terms of a linear combination of the
boundary values of the linearly independent solutions of the corresponding Cauchy problems.

2.4.2 Single-level excitonic susceptibility

First we consider the simplest case when there is only single exciton level interacting with
light but the corresponding wavefunction does not have definite symmetry, i.e. for even and odd
hy and hg both projections ;2 do not turn to zero. In this case the dispersion equation can be
simplified noting that S;; = ¥2mw2p;p;/qc* W}, [see also Eq. (2.15)] where ¥ is given by Eq. (2.12).

Let us assume that the non-symmetricity of the wave function is small as it takes place,
for example, in structures placed in a uniform electric field. To emphasize this circumstance the
dispersion equation is convenient to write down in the form

Kd : h
cos? (T) = Wz}:(hl + Sllth) - W]’.lhas22q- (2106)

As follows from this equation the non-symmetricity is quantified by A2 = a27wje3/qc? [compare
with Egs. (2.69) and (2.20)]. So that the smallness can be understood as A, < Ar.

It is clear that because of the absence of the mirror symmetry the optimal coupling between
the excitons localized in different quantum wells can not be provided by the modes of the photonic
crystal at an edge of the forbidden gap, i.e. with K = Kp. Instead, the states inside the band
should be involved. Indeed, as follows from Eq. (2.106) the condition of the Bragg resonance in this
case has the form A2 A

_ By PC

o=t 7 o) wr =0

where the frequencies wyi are determined by Eq. (2.67). When this condition is fulfilled there is

a solid gap in the polariton spectrum with the width of the gap reduced in comparison with the
symmetric case by the value ~ AZ/A.

(2.107)

2.4.3 Multilevel excitonic susceptibility

If the exciton states can be characterized by a definite parity then, as follows from the
expression for the effective susceptibility, Eq. (2.103), the multilevel structure of the excitonic sus-
ceptibility leads to multiple poles of the function S{w) in the dispersion equation (2.76). The main
consequence of having several poles is that generally speaking the polariton gap has at least one
transparency window. Changing the period of the structure one can cancel a peculiarity at most one
resonant frequency by placing it at the high-frequency boundary of the photonic gap. The complete
cancellation of the resonances in r.h.s. of Eq. (2.76) requires a special relation between the oscillator
strengths corresponding to different resonances which is quite improbable in a general case.

More interesting situation appears when the different exciton levels correspond to the wave
functions with different parity. In this case the effective susceptibility has non-zero off-diagonal part
what leads to an optical mixing of the exciton states. To emphasize this effect we consider the
case when only two exciton levels characterized by the frequencies wq o (already modified by the
radiative shifts) are involved. In this case the effective susceptibility can explicitly be written down
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in a relatively simple form

_ 4rw? A
1 40(:)5&) wi) Lay02G12 : (2.108)
n—(w-w)w-w) \ 0100021 ao(w —wi)

=0

where a2 are the coupling parameters between light and corresponding exciton states, 612,21 are
the matrix elements of G given by Eq. (2.102) and the mixing parameter 7 is defined as

P 4rw?\?
7 = G1aGn10107 = . (2.109)

We also assume that each level has a definite parity, namely, the state 1 is even and the state 2 is
odd. As the result, only two of the parameters ¢, ’ are not zero, <p§1) and <p§2). Substitution of the
effective susceptibility into Eq. (2.105) gives the dispersion equation

Kd h! h (hihg)
222y _ 2 M ’ 172
cos ( ) ) A (hl + Slqhz) W quhl -+ W Slgq, (2.110)
where
— (1:2) 2 27rw2 w — w2,1
S1a =01z (%’2 ) ¢ (w-w)(w-w)-n’
2N 2 P o~ (2111)
S12 = ala2<P(1)<P(2) (27rw ) G12 = Gn
PPN e (Ww—w)(w—wz) =7

Without going into a detailed technical analysis of the polariton spectrum in this case let us note
the most interesting feature of Eq. (2.110). If one formally neglects terms <pg2) in this equation the
spectrum turns to that one has in the case of a multilevel excitonic susceptibility discussed above.
The important difference is that the exciton peculiarities are situated at the frequencies w, and w,
which are determined by zeros of the denominator in Eq. (2.111). These frequencies have a structure
of a result of an additional interaction between the exciton states induced by the electromagnetic
wave. This interaction with the intensity oc /7 repels the exciton levels (if 7 > 0) or brings them
closer to each other (if < 0). However, the interaction of the excitons with an electromagnetic wave
does not lead to a modification of the actual exciton levels because this interaction enters as a source
in the exciton Shrddinger equation (see e.g. Ref. [8]). Thus, the change of the resonant frequencies
is the effect of the same nature as the usual radiative shift of the exciton frequency [Eq. (2.13)]. We
would like to note that the optical mixing disappears if the exciton wave functions do not overlap.
It can be shown using the fact that in this case by an appropriate unitary transformation one of
the matrix elements Gy2,21 can be turned to zero implying 17 = 0. In this connection the resonance
frequencies wqp should be defined without a reference to a particular form of the matrix elements
of the Effective susceptibility. It can be shown, however, that these frequencies correspond to poles
of det ¥ which are not altered by unitary transformations.

To conclude the consideration of the effect of the complex structure of the exciton levels on
the polariton spectrum we would like to note that a distinction should be made between the struc-
tures with coupled quantum wells in the elementary cell and structures with a complex elementary
cells (see Refs. [33, 66, 67] and also Section 2.3.5). The first are characterized by the hybridized
exciton states i.e. the electromagnetic wave interacts with the exciton localized over both quantum
wells. In the structures with the complex elementary ‘cell the excitons are localized in their own
quantum wells. The different microscopical pictures of the exciton states lead to the different form
of the exciton contributions to the polarization in the Maxwell equations (2.5) and, eventually, to
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different features of electromagnetic waves propagating through the structures. In particular, in
the structures with the complex elementary cell the effective exciton susceptibility remains diagonal
after transition to a pair of non-overlapping wave functions and therefore there is no the radiative
mixing of the exciton levels.

2.5 Discussion

This technique developed in the present Chapter has two key features. First of all this
is a relation between the parameters of the representation and solutions of appropriate Cauchy
problems. It relates results regarding properties of solutions of the differential equations and the
spectral properties. In particular, it puts the result about the forbidden gaps in the perspective of
the oscillating theorem. We would like to emphasize that this relation automatically establishes the
correctness of a problem of propagation of electromagnetic waves in 1D structures with dispersion
and absorbtion. In particular, it makes it possible to avoid the question about eigenmodes of the
system (which are well defined only when the operator governing the spatial distribution of the
electric field is self-adjoint) and still obtain all necessary information for an analysis of optical and
spectral properties of the system. This relation sets up a complete framework for description of 1D
systems.

The second feature is a special representation of the transfer matrix for structures with an
elementary cell possessing mirror symmetry. This representation yields the dispersion equation in a
factorized form. It drastically simplifies the analysis of the spectrum.

Thus, these two features open a number of problems for a detailed constructive analysis.
In addition to the questions considered in the present Chapter these are reflection and transmission
properties of finite structures (see Chapter 3), excitation of the field by external sources such as
embedded excited atoms or radiative exciton recombination (see Chapter 4), polariton density of
states and other. We also believe that the constructed general setup allows one to apply the results
obtained for more complicated systems, e.g. quantum graphs [68, 69].
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Chapter 3

Optics of finite structures

3.1 Single quantum well in a dielectric environment

It is constructive to start an analysis from consideration of a simple case of a single quantum
well in a dielectric environment. We consider the situation when the indices of refraction of the
well and the surrounding barriers are n,, and n; respectively. Using the usual Maxwell boundary
conditions the transfer matrix through one period of the structure in the basis of incoming and
outgoing plane waves can be written in the form

T = T} * Ty, T T Ty %, (3.1)

idy/2 0
12 f[e
T, = < 0 e—i¢,,/2> (3.2)

is the transfer matrix through the halves of the barriers surrounding the quantum well. Here
¢ = wnpdpcosBy/c with di, being the width of the barrier and 6, being an angle between the
wave vector k inside the barrier and the direction of the z-axis, €,.

The scattering of the electromagnetic wave at the interface between the quantum well and
the barrier caused by the mismatch of the indices of refraction of their materials is described by

where

_ 1 1
wa = 'wbl = Tp(p) = m (p T) ) (3.3)

where p is the Fresnel reflection coefficient (see, e.g. Ref. [44]). The interface scattering depends
upon both the angle of incidence of the wave and its polarization state. These effects are effectively
described by an introduction of corresponding Fresnel coefficients p, and p,

_ nycosby, —nycosb

" gy €080y, + npcosly’
Ty €088y — np cOS Oy,
" Ny cos By + nycosby,

Ps

(3.4)

Pp

for s (E L (k,&,)) and p (E | (k, &,)) polarizations respectively. The angular dependence of these
coefficients upon the angle of incidence measured inside the barrier is schematically shown in Fig.
3.1.

Finally,

_ (e (1 —-4S) -8
Tw= (e is et +iS)> (35)
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Figure 3.1: A scheme of the angular dependence of the Fresnel coefficients p, and p, upon the angle
0., is shown on the complex plane. At normal incidence the coefficients have values shown by small
filled circles (the same for both polarizations). When the angle of incidence increases the coefficients
follow the arrows on the lines. p, passes through 0 at the Brewster’s angle, both coefficients reach
the unit circle at the angle of total internal reflection. When the angle increases further the Fresnel
coefficients become complex with the unit modulus and increasing argument.

is the transfer matrix through the quantum well. Here ¢, = wn,,d,, cos8,,/c, where d,, is the width
of the quantum well and 8,, is the angle between the wave vector k inside the quantum well and
the growth direction &€,. The excitonic contribution to the scattering of the light is described by the
function

T
§=—2 (3.6)
w—wp+ 2y

which we will call the excitonic susceptibility in what follows. The radiative decay rate, I'y, at
normal incidence is determined in the case under consideration by

2
Ty = %wkwLTa% (/ ®(2) coskz dz) . (8.7)

For oblique incidence the radiative decay rates are renormalized in different ways for differ-
ent polarizations [see Eqgs. (2.20) and (2.30)]. For p-polarization in addition to this renormalization it
is also necessary to take into account a possible splitting of Z- and L-exciton modes [46, 47, 70] that
gives rise to a two-pole form of S. However, in materials with the zinc-blend structure, as has been
shown in Introduction, the Z-mode of the heavy-hole excitons is optically inactive. Thereby, one
can describe angle dependencies of the radiative decay rate for s- and p-polarizations respectively
by simple expressions [32, 46, 47]

ng) =Tq/ cos by, I‘(()p) =T cosb,,. (3.8)

Thus, the propagation of light in the structures under consideration depends upon a number
of natural parameters such as Fresnel coefficients, exciton frequencies and radiative decay rate, and
optical widths, which (with the exception of wp) depend upon the angle of incidence of the wave
and its polarization state.

Our next step is to simplify the presentation of the total transfer matrix through the
period of the structure in such a way that makes the relations between the elements of the transfer
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matrix and the natural parameters of the structure more apparent. The most complicated part
of the transfer matrix is the product Ty, T Tws, which describes the reflection of the wave from
the interface and its interaction with quantum well excitons. We simplify it by noting that this
product can be presented as Ty, TyTws = Ty, where T,, has the same form as T, Eq. (3.5), but
with renormalized parameters

~ e (1 — i5) —i§
T = TowTuwTuwp = h " -, 3.9
b ’ ( i e (1 +i§) (3.9)

where the effective excitonic susceptibility, 5, and the phase shift, ¢,,, are defined as

- 1+ p? —2pcos gy, sin ¢y, (Fo—te) _ L —peitw
= v = 1
§=8 e +2p1ﬁp2, e 1= peite (3.10)

Here p denotes the Fresnel coefficient for the wave of a respective polarization. Taking into account
the diagonal form of the transfer matrix through the barrier T} one can see that the total transfer
matrix through the period of the structure again has the form of a single quantum well transfer
matrix and is determined by Eq. (3.5) where the phase ¢,, is replaced by a total phase ¢ = ¢, -+ ¢,
Thus, we have shown that the propagation of the wave in MQW based photonic crystals
can be described in terms of properties of a respective optical lattice with renormalized parameters.
The renormalization of the phase is the simplest one: the expression for ¢, can be rewritten as

P = d’wi—i'__ﬁ (3.11)
provided that the change of phase ¢,, across the well is much smaller than 27, which is usually true
for long period MQW structures. Hence, one of the effects of the index of refraction contrast is
reduced to a simple renormalization of the optical width of the quantum well.

The effective susceptibility, S, consists of two terms. One of them has a singularity at the
exciton frequency while the second varies slowly in a wide frequency region. The relation between
these terms essentially depends upon the frequency and near the exciton resonance the second term
is negligibly small. The frequency region where the nonsingular addition is negligible can be found
from Eq. (3.10) and is determined by

AZ 14 p%—2pcosey,
|w - wOl < Wnin = 2APC 1— P2 . (312)

Here Ar = 4/2T'gwyp /7 is the half-width of the forbidden gap in a Bragge MQW without a mismatch of
the indices of refraction, and Apc = 2w, psin[py, (wo)]/m(1—p?) is the half-width of the forbidden gap
in a non-resonant (passive) photonic crystal with the same mismatch calculated in the limit Apc <«
wy, where w, is the central frequency of the gap. In the presence of broadening (both homogeneous
and inhomogeneous) there is an additional restriction on this frequency interval: jwy — w| > v, and
for large enough v it may cease to exist. This will mean that the exciton resonances play very little
role in the system, which, in this case, can be considered as a regular passive photonic crystals.
In real GaAs/GaAlAs systems, this happens when v exceeds the value of about 10meV, which
is significantly larger than inhomogeneous broadening in most QW structures, and corresponds to
room temperatures for homogeneous broadening. Thus, in good quality samples and at sufficiently
low temperatures there always exists a frequency region determined by Eq. (3.12), where the non-
singular addition to the effective susceptibility, Eq. (3.10) is negligible regardless of how strong is
the mismatch between refractive indexes. Depending on the strength of the mismatch, this region,
however, can cover all or only part of the spectral interval affected by excitons. In the case of a single
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Figure 3.2: Change of the effective radiative decay rates T’y (solid line) and ', (dotted line) with
the angle of incidence for a single quantum well.

quantum well or of a MQW with a small number of periods, the frequency region of interest is of the
order of I'y, which is typically much smaller than wy,, in Eq.(3.12). In this case the refractive index
mismatch can be described in the resonant approximation with only the first term in Eq. (3.10) for
the effective susceptibility retained. In this approximation, the effects of the mismatch of the indices
of refraction, non-perpendicular incidence, and the polarization are reduced to a renormalization of
the radiative decay rate. This means that these effects can be taken into account by using standard
expressions obtained for normal incidence in the absence of the mismatch with the radiative decay
rate replaced with its effective value

2 1+ p2—2pcosdy,

I‘s,p = Pés 1— p2

(3.13)
Depending on the value of the Fresnel coefficient one can observe either an enhancement (when
p < 0) or a reduction (when p > 0) of the exciton radiative recombination. Since usually n,, > np,
the Fresnel coefficient for the normal incidence is positive and therefore the oscillator strength is
diminished compared to the case of the absence of the contrast. When the angle of incidence
increases, in addition to different dependencies of the Fresnel coefficients corresponding to different
polarization states following from Egs. (3.4), it is necessary to take into account direct modification
of the oscillator strength given by Egs. (3.8). Fig. 3.2 shows the dependence of the factor modifying
the radiative decay rate upon the angle of incidence.

3.2 Reflection spectra of simple structures

The representation of the transfer matrix through the period of MQW structure introduced
in the previous Chapter in Eq. (2.22) was convenient for an analysis of the band structure because




43

it solved the problem of the factorization of the dispersion equation. However, for the reflection
coefficient it gives an additive form r o exp(i arg(a)) + exp(i arg(f)). This form labors establishing
the relation between the parameters of the system and the form of the reflection spectrum. Therefore,
it is sensible to introduce a special representation for the transfer matrix

cos# —isinf cosh B —isinf#sinh 8 ) (3.14)

T(®,p) = ( isinfsinh 8 cos 8 + isinf cosh 8

where the parameters of the representation, 8 and f, are related to the “material” parameters S
and ¢ by
cosf =TrT/2 = cos¢p + Ssin ¢, coth B = cos¢ — S~ Lsin . (3.15)

This representation is valid for an arbitrary system that possesses a mirror symmetry with respect to
a plane passing through the middle of the structure. It can be easily derived taking into account the
equality of the determinant of the matrix to one, and the circumstance that the mirror symmetry
requires off-diagonal elements to be imaginary. Due to the general character of the representations
(8.14), the material parameters entering Eq. (3.15) can be either the parameters of a single quantum
well, Eq. (3.5) or the effective parameters S and ¢, Egs. (3.9) and (3.10), of a barrier-well sandwich,
or even parameters characterizing the entire MQW structure as long as the latter possess the mirror
symmetry.

It is useful to compare this representations with the (a, f)-representation [Eq. (2.22)]. Of
course, there is a direct relation between all these representations. To see this it is enough to note
that for arbitrary matrix in the form (a, f)-representation one can introduce an effective optical
width of the period of the structure, ¢, and an effective exciton susceptibility, S. The relation
between the parameters of the (a, f)-representation and these effective parameters can be found
comparing Egs. (2.22) and (3.5)

s_ 1,7 _ i¢
S=~2—i(af—af), e = (3.16)

Qe

This relation can be used to generalize the result of present Chapter for a case of general periodic
modulation of the dielectric function. It should be noted that the (a, f)-representation itself is
not convenient for an analysis of finite structures since the relation between the parameters of the
representation of a transfer matrix through a single layer and the whole structure becomes quite
cumbersome [see Eq. (3.52)]. This is where the representation (3.14) becomes very convenient. The
latter representation, in turn, misses the possibility to factorize the dispersion equation what makes
it barely suitable for a constructive analysis of the dispersion law.

Using the representation (3.14) we can introduce the following transformation rule for
transfer matrices

Tu($)T(9, 8)Tg" () = T(9, 8+ 24), (3.17)
where matrix Ty describes a hyperbolic rotation with a dilation and has the form of
_ u [ coshyy —sinhy
Talp)=e (— sinhey coshy /- (3.18)

This transformation rule can be used, for instance, for diagonalization of transfer matrices, which can
be achieved by choosing parameter ¢ = —3/2. Matrix Ty can be turned into matrix Ty, Eq. (3.3),
which describes propagation of waves through interface between two media with different refraction
coefficients by using the following relation between 1 and the Fresnel parameter p: p = — tanh(¢)
(a detailed discussion of a relation between interface scattering and the hyperbolic rotation can be
found in Ref. [71]). This means that the transformation, Eq. (3.17), can be either used to describe
the interface between two different structures, or in order to present any type of non-diagonality
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of the transfer-matrix as resulting from some effective interface. With the help of Eq. (3.17), any
symmetric multilayer structure can be replaced by a uniform slab with the width given by ¢ and
the index of refraction determined by 1. Therefore, it can be used to describe structures which are
more complicated than a simple three layer barrier-well sandwich considered in the previous section.
For instance, using Eq. (3.17) we can immediately derive an expression for the transfer matrix T
of a sequence of identical blocks described by T'(8, 5):

Ty =T(6,8)" = T(NG,B). (3.19)

Because the reflection from the structure described by the transfer matrix T given in the basis of

incoming and outgoing waves is r = —Tb;/Ths, then for a structure containing N blocks we have
isinh

= ———ﬁ— (3.20)

™~ " cot N§ +icoshB’

The reflection coefficient written in terms of the parameters # and £ does not depend upon the
specific form of the transfer matrix and therefore Eq.(3.20) can be applied to a variety of different
structures. In the case of I'o = 0, Eq. (3.20) can be easily shown to reproduce the result well-known
for a passive multilayer structure [43, 45, 72].

To find a relation between the quantities entering this expression and the elements of the
transfer matrix through the period of the structure it is convenient to multiply both the numerator
and the denominator by siné and to use Eq. (3.15). If each block is characterized by an effective
susceptibility S and the phase ¢ = ¢, + ¢, then we obtain for the reflection coefficient an exact
expression

B iS
N cot(N8)sinf + i(S cosp — sin )

Below we analyze the reflection coefficient for Bragg and slightly off-Bragg structures. For
frequencies close to wy we can use # = 7w + i\, where X is a complex number with a small modulus.
Moreover, in most applications of MQW structures it is naturally to assume that structures are
not too long, that is N <« N, = (ReA)~!. In this approximation, coth(N))sinh A =~ N and the
reflection can be written directly in terms of the material parameters

(3.21)

iNS

N 1Y iN(Bcosp—sing) (8.22)

The amplitude of reflection, |r|?, has the typical form shown in Fig. 3.3. It is characterized by a
strong reflection band around the exciton frequency, which is a manifestation of the strong resonant
exciton-light interaction. The reflection has an asymmetric form since it is a sum of two terms: one
of them is even with respect to the frequency wg and the second is odd. The latter is due to nonzero
mismatch and in the approximation used above does not vanish at infinity. Both these terms have
a typical width
NTo(1 = p)?cos ¢4

(1= p?)? + N2(sing. — p?sing_)?’
where ¢1 = ¢pt . It should be noted that the actual optical width of the quantum well determined
by ¢., enters the definition of ¢4, rather than the modified ¢,,. We are interested in maximizing
exciton related effects in the reflection spectra of our structures, which means designing structures
with as large a width § as possible.

One can see from Eq. (3.23) that the width demonstrates essentially non-monotonous de-
pendence upon the number of quantum wells in the structure: it grows linearly for small N, but
starts decreasing as N2 for larger N. If the coefficient in front of the N2-term in the denominator of

6.—_

(3.23)
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Figure 3.3: Dependence of the amplitude reflection coefficient |rxy|? upon the frequency. The main
plot shows the reflection of structure satisfying the modified Bragg condition with p = 0.005, the
radiative decay rate I'y = 67 peV, the exciton frequency wy = 1.491 eV, the homogeneous broadening
v = 500 peV and the length N = 10,25,100 (dot, dash, solid lines, respectively). On the inset
reflection spectra of structures which satisfy the standard Bragg condition are shown. To make the
correspondence with the experimental results clearer we chose p = —0.005.

Eq. (3.23) vanishes, then the linear growth of § would go unchecked as long as N does not exceed N,.
Thus, the condition for maximizing the excitonic effects in the reflection spectrum can be formulated
as

p* =sin ¢, (wo)/sin¢_(wo). (3.24)
If one neglects the mismatch of the indices of refraction, this equation takes a well known form of
a condition for the Bragg resonance between the period of the structure and the exciton radiation
[49]. One can consider Eq. (3.24) as an equation for the period of the structure, d, for a given p.
Then for the case of small p it gives approximately the same results as that obtained from

p = cos(¢4/2)/ cos(é-/2), (3.25)

which coincides with a modified Bragg condition introduced in previous Chapter (see also Ref. [33}).
This condition actually requires that the exciton frequency is equal to the low frequency boundary of
the passive (without excitons) photonic crystals’ stop band. This consideration shows that the most
prominent effect of the light-exciton interaction on the optical properties of long MQW structures
with a mismatch of the indices of refraction occurs when the modified Bragg condition is met.

To establish the relation between the modified Bragg condition and the reflection spectrum
of the structure, it is convenient to obtain the dispersion equation from the transfer matrix written
in terms of § and é,, Eq. (3.9). Using the relation cos Kd = TrT/2, where K is the Bloch wave-
number, d is the period of the structure, one obtains the dispersion equation in the standard form

cos Kd = cos ¢ + S sin ¢, (3.26)
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Figure 3.4: The change of the reflection spectrum with the angle of incidence. The parameters of
the structure are the same as those used in Fig. 3.3 except: v = 25 ueV, p = 0.01. The dotted line
shows the reflection at normal incidence. The solid and dashed lines show the reflection at 8, = 7/18
of s- and p-polarized waves, respectively. The main plot corresponds to the structure that is tuned
to the Bragg resonance at normal incidence. The inset shows the reflection of a structure which is
tuned to the Bragg resonance at 6, = 7/18.

where the change of the phase on the period of the structure, ¢, is determined by the modified
optical width of the quantum well, i.e. ¢ = ¢p + ¢,. The Bragg resonance condition is written
in a usual form ¢(wg) = 7 as has been shown in previous Chapter coincides with the modified
Bragg condition. Thus, for Bragg MQWs the expression for the reflection coefficient, Eq. (3.21), is
essentially simplified and can be approximated as

_ iN§

1+4NS’
This expression gives a generalization of a well known result about the linear dependence of the
width of the exciton-polariton reflection band on the number of quantum wells in Bragg MQW
structures [73].

When the system is detuned from the Bragg resonance, the transparency window appears in
the band gap. It shows up in the form of a dip near the exciton frequency in the reflection spectrum
(see inset in Fig. 3.3). For example, in Ref. [57] the reflection was measured for MQW structures
that satisfied the Bragg condition for structures without the mismatch. In other words, the period of
those structures was made to coincide with the half-wavelength at the exciton frequency calculated
without taking into account photonic crystal modification of light dispersion. These effects, however,
significantly modify the wavelength of light resulting in a detuning of the structures studied in
Ref. [57] from actual Bragg resonance. As a result, spectra observed in that paper demonstrate
features specific for slightly off-resonance structures [see Fig. (3.3)].

The general results presented in this section allow one to analyze qualitatively modifications
in spectra of MQW structures caused by changes of the angle of incidence or polarization state of

TN (3.27)
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the wave. Indeed, using Eq. (3.11) we can write an expression for the renormalized phase, ¢, in the
form

¢ = % (nbdb cos By + nwdwiiz cos Ow) . (3.28)

This expression shows that the dependence of the Bragg condition on the angle of incidence differs
significantly from the intuitive assumption that it can be accounted for by a simple replacement
of the wave number k with kcosf, which was suggested in some earlier works [56, 57]. While the
latter assumption is true in the optical lattice approximation, the presence of the refractive index
contrast makes this dependence more complicated. Eq. (3.28) also describes dependence of the Bragg
condition on polarization.

Fig. 3.4 demonstrates changes in the reflection spectrum for the structure tuned to the
Bragg resonance for the normal incidence with the change of the angle. First, the spectrum for
the oblique incidence looks as a typical spectrum for slightly off-Bragg structures. On the other
hand, if a structure has a period, which is bigger than what is required by the Bragg condition for
normal incidence, i.e. ¢(wp,8 = 0) > 7, it can be tuned to the resonance by increasing the angle
of incidence (see inset in Fig. 3.4). An interesting result apparent from these figures is that tuning
the structure to the Bragg resonance by changing the angle preserves to a great extent the shape of
the spectrum. This fact opens a possibility for shifting the position of the reflection band of these
structures by changing the exciton frequency with the help of, for instance, quantum confined Stark
effect [63-65] with consecutive tuning of the structure back to the Bragg resonance by adjusting
the angle of incidence. Estimates show that for the available Stark shifts of the exciton frequencies
required changes in the angle do not exceed 10 — 15°, which is similar to the angles used in Fig. 3.4.

The difference between reflection spectra of waves with s- and p-polarizations remains
rather insignificant for angles used in Fig. 3.4. In order to observe it one has to consider much
larger angles. Fig. 3.5 shows the reflection spectra of a structure which is tuned to the Bragg
resonance at the angle 8, = 7/4. The difference between the two polarizations occurs due to two
circumstances. First is the different renormalization of the optical width of the quantum wells for
different polarizations [Eq. (3.11)]. As a result, the angle at which the structure is tuned to the Bragg
resonance depends on the polarization. In Fig. 3.5 the Bragg condition is met for s-polarization.
Therefore, one has a typical Bragg profile for the reflection spectrum of the s-polarized wave and
off-Bragg profile for the p-polarized wave. The second circumstance is the difference between the
effective radiative decay rates [see Eq. (3.13)] for different polarizations. Therefore, the exciton
related feature on the reflection spectrum of the p-polarized wave is weaker compared to the s-
polarization.

It should be noted, however, that such big angles of propagation inside the barriers are
not accessible for a usual experimental setup when the wave is emitted and detected outside the
structure. The reason is a high contrast of the indices of refraction of the vacuum and the barriers.
However, such angles become relevant when the problem of luminescence is considered.

Another prominent effects caused by the refractive index mismatch consists in vanishing of
the reflection coefficient |rn|? at w = wp — wWmin [see Eq. (3.12)] where § = 0. This is the consequence
of an interference of two channels of scattering of light — by the excitons and by the barrier-well
interfaces. For Bragg MQW structures, ry can be written in a form that explicitly expresses the
Fano-like profile of the reflection

(0) W —wo+ Wnin

ry =i LT dmin (3.29)
W — Wo + WmninT N

where ,
(0 _  imNApc

"N = o ¥ iNtApc (3.30)
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Figure 3.5: The reflection spectrum of s- and p-polarized waves (solid and dashed lines, respectively)
of a structure which is tuned to the Bragg resonance at 6, = w/4. The Bragg condition is met for
s-polarized wave.

is the reflection in a vicinity of the photonic band gap of a passive, I'y = 0, N-layer structure
which is not too long compared to the penetration length. When the mismatch of the indices of
refraction vanishes, wyin turns to infinity and the reflection restores the Wigner-like form with the
width o« NT'. This is similar to what one has in the standard Fano resonance case when the Fano
parameter tends to infinity [11]. In the other limiting case, I'g = 0, the reflection turns to what one
has for a purely passive multilayer structure.

Due to discussed above relation between different contributions to the scattering of light
in regular MQW structures, this resonant drop of reflection occurs at the tail of the excitonic
susceptibility where the general smallness of the reflectivity masks this effect. In Section 3.4 we
consider a situation where the vanishing of the reflectivity has a much more profound effect on the
spectrum.

3.3 Effect of broadenings

So far we have considered ideal systems. In this subsection we discuss the effect of broad-
enings on the results obtained. There are different sources of broadening of the exciton line. First of
all this is the exciton life-time which is finite due to processes of electron-phonon scattering. Such
kind of broadening is called homogeneous and is taken into account phenomenologically by adding
an imaginary part to the exciton frequency: wo — wg — 4.

The second source of the broadening is scattering on interface and bulk inhomogeneities and
imperfections. It is necessary to make a distinction between contributions to these processes from
inhomogeneities of different spatial scales. There are long-scaled inhomogeneities with the correlation
length of the order of magnitude of the distance between the quantum wells and comparable to
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wavelength of light in a typical experimental situation. For this scale each quantum well is ideal
but different wells have different characteristics: the width, the exciton frequency, the oscillator
strength and so on. Inhomogeneities of such scale are called the vertical disorder. The description
of structures with the vertical disorder in terms of transfer matrices is straightforward and they are
intensively studied in the context of random Kronig-Penny model and Anderson localization of light.

There are, also, inhomogeneities of the scale of the exciton Bohr radius. Such inhomo-
geneities are non-controllable and caused by, for example, a roughness of the quantum well - barrier
interface [74-79]. While in average the quantum wells have the same widths such fluctuations lead
to a variety of physical effects. For example, the speckle structure of the scattered electromagnetic
waves [80, 81], enhanced resonant backscattering {82, 83], inhomogeneous broadening of exciton lines
[38, 84-86] to name only a few. These phenomena can be classified making use a simple phenom-
enological model. The basic assumption of the model is that the effect of the inhomogeneities on the
exciton dynamics can be described by introducing a local exciton frequency w(p) considered being
a random function of the in-plane coordinate p. Thus, the frequency dependence of P, is given by

«a

e (3.31)

x(p,w) =

We consider, for simplicity, a perpendicular incidence of the electromagnetic wave with wavelength
much longer than the width of QW so we can use the §-functional approximation for the exciton
envelope wave function ®(2) and neglect the mismatch of the indices of refraction of the barrier and
the quantum well materials. These approximations are sufficient for our particular goals here, but
the results obtained will remain valid for more rigorous treatment of the excitonic wave functions as
well, within the usual approximation of neglecting the radiative shift of the exciton frequency that
vanishes identically in the §-functional approximation.

After substitution of P, into Maxwell equations (2.1) and the Fourier transformation with
respect to the in-plane coordinates these equations take the form

d? 2w26(2
- (ﬂi + ) Bela) = 250 [ Faxta-d 0)m, ), (3:32)

where ng =k?-¢q* and k = w /e /c.
One can represent x(p,w) as a sum of its average value and a fluctuating part

x(g,w) = (x(w))s(q) + x(g,w), (3.33)

where, assuming the independence of the distribution function of the exciton frequencies, f(wp),
upon the in-plane coordinate, (x(w)) can be written in the form

(@) = [ dwof(wn) 2. (3.34)

The structure of the Maxwell equation dictates that the reflection and transmission coefficients have
a d-functional singularity in the specular direction [87], ¢ = 0. Thus the wave at the left-hand side
of the quantum well, E_, and at the right-hand side, E,, can be presented in the following form

E_(g,2) = (Eoeikz + Eoroe_ikz) 8(q) + Eor(q)e™*"a?,

ikz iKg2 (335)
E, (p,z) = Eotge***5(q) + Eot(g)e**?”.

After the substitution of Egs. (3.34), and (3.35) into Eq. (3.32) we obtain an integral
equation for the reflection and transmission coefficients, r(g), and ¢(¢). Assuming that the random
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process representing the fluctuating part of x does not include constant or almost periodic realiza-
tions, we can conclude that x(g,w), does not have 4-like singularities in almost all realizations. In
this case, the terms proportional to §(g) in this equation must cancel each other independently of
other terms. This leads to splitting of the initial system of equation to

To = —iSto,

ik ik [ ~ (3.36)
M®G+—$>=——{ﬂ®m—/@3@—¢VWﬂ
Kq Kq
with the relation between the reflection and transmission coefficients following from the boundary
conditions
ro + 1 =1y, r(q) = t(g). (3.37)

Here we have introduced the effective excitonic susceptibilities, § = —(x)/k and § = —%/k.
Eqgs. (3.36) and (3.37) can be resolved with respect to 7 and tg yielding
i 1

- to = , 3.38
- 11—y (3.38)

Tg

Comparison of these results with those obtained for the case of ideal QW [Eq. (3.5) shows that
7o and ¢y can be obtained from the Maxwell equations (2.1) and, hence, from standard transfer
matrix approach, with the susceptibility x averaged over the distribution of the exciton frequency
Sf(wo). Such a representation constitutes the effective medium approximation and is widely used for
the description of the inhomogeneous broadening with the parameter of latter proportional to the
variance ¢ of the distribution (see e.g. Refs. [38, 74, 85, 86]).

This consideration shows that the horizontal disorder leads to appearance of two compo-
nents in the spectrum of the scattered electromagnetic waves: deterministic (singular), described by
ro and tp, and random (r(q) and #(q)). An investigation of these components implies addressing to
different classes of physical phenomena. The deterministic contribution is most prominent and can
be considered as the main contribution to the scattering, while the random component is, generally
speaking, small and is responsible for the fine structure of the spectrum (speckles, splitting of the
exciton peaks and others).

Staying in the frameworks of present Chapter we restrict ourselves to consideration of the
specular component of the scattered light. First of all it should be noted that the inhomogeneous
broadening affects optical properties at frequencies that are not too far away from the exciton
frequency. Indeed, the broadening enters into expressions for the reflection through the susceptibility
S defined by Eq. (3.34). The definition of inhomogeneously broadened susceptibility can be rewritten
in the form 7

S—/duf(u)(w_a))/w_y_l_ﬁ, (3.39)
where we have introduced I' = To/@, ¥ = /@, v = (wy — @)/@, and @ is the mean value of the
exciton frequency. If the function f(v) falls off with increasing v fast enough we can approximate
the integral for the frequencies |w — @|/0, |w — @|/v > 1, as

Szj/@ﬂm<L+ +.), (3.40)

.
(w—@)/@+ i

where r
§=——2 (341)
w—w+ry
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Figure 3.6: The dependence of the reflection of a long Bragg structure, N = 100, on frequency. The
solid line shows the situation when the inhomogeneous broadening is predominant, v = 50 peV,
o = 1000 peV. The dash line shows the reflection for an opposite relation, ¥ = 1000 peV, o = 50
peV. It is seen that homogeneous and inhomogeneous broadenings are not interchangeable.

is the susceptibility in the absence of the inhomogeneous broadening. Noting that now integration
of each term in the parentheses gives an appropriate central moment of v we obtain

- 0'2
SS{l+—+...]). (3.42)
()
Therefore, the corrections due to the inhomogeneous broadening become small for frequencies, which
are farther away from the central frequency than the inhomogeneous width o. Significant inhibition
of the effects due to disorder in optical spectra of periodic MQW for frequencies away from the
resonance exciton frequency was obtained theoretically in Ref. [85] and observed experimentally in
Ref. [88].

In an immediate vicinity of the exciton frequency the effect of the inhomogeneous broaden-
ing is, on the contrary, very important. An exact expression of the effect depends upon details of the
distribution function of the exciton frequency. To illustrate the main point we model the function
by the Gaussian distribution

T, [ . e-(@o-a)?/o
§=—=% [ dwySf—" . (3.43)
om w—wy+ ¥y
-0

Using the function w(y) = e‘“zerfc(—iu), this expression can be written as S = Tow(p)v/7/io,
where g = (w — @ + iv)/o. The small j1 expansion [89] w(y) = 1 + 2iu//7 allows us to obtain:
Foﬂ'/Z

= 44
W@+’ (3.44)
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where ¥4 is the effective broadening,

F=t ‘/77_’0. (3.45)

One can see that in this case the inhomogeneous and homogeneous broadening combine to form
a single broadening parameter ¥, as it is assumed in the linear dispersion theory. However, more
detailed analysis shows that, because of fast decay of contribution to the susceptibility, the inhomo-
geneous broadening results in a peculiarity on reflection that is absolutely opposite to that caused
by homogeneous broadening. To illustrate this we consider a Bragg MQW structure in the vicinity
of the center of the forbidden gap where

TZN?
(w—wo)? + [ToN +7(w)]?’

|r|? = (3.46)

where we have switched back to the notation wg for the (mean) exciton frequency and neglected the
change of the renormalization of the radiative decay rate since its changes slowly with frequency in
comparison with 4(w). The positions of the extremis of the reflection are determined by the solution
of the equation

Y 5!
w—wg+ [ToN + 'y(w)]ﬁ =0. (3.47)
For symmetric distribution functions f(v) the effective broadening 4 achieves its maximum at w =

wg. Thus, one extremum is situated at wy. Additionally there might be two more extremis (which
obviously would be maxima) that are solutions of the equations

o ~enl = ) + To] | 22, (3.9)

where it is taken into account that d%/dw changes its sign at wy.

The solutions of these equations can be quite complicated depending upon the distribution
function. As an extreme case it is enough to note that there are no reasons to prohibit as complex
#(w) as possible (e.g. non-monotonous). However, we exclude such exotic cases from the consid-
eration. Then, due to the fast fall of |d¥/dw]|, the condition of existence of solutions of Eq. (3.48)

15
(3 + ToN)|d?5/dw?| > 1. (3.49)

From this expression follows that almost independently on details of the distribution function for
long enough structures this condition is satisfied and two additional maxima on the reflection appear.

Thus, the effects of homogeneous and inhomogeneous broadenings on reflection spectra
are principally different: the former leads to an appearance of a sudden grow of the reflection in
the vicinity of the exciton frequency, while the second, on the contrary, results in a dip. These
distinctions are illustrated in Fig. 3.6.

3.4 MQW structures with defect

The results obtained in the previous sections are quite general and can be applied directly
to more complicated situations. As an example, in this section we consider a reflection spectrum
of a system in which one of the barrier-well-barrier elements has properties different from those of
all other elements of the structure. These structures can be described as MQW structures with a
“defect.” In infinite systems such a defect results in appearance of a new, local state, which arises in
a band-gap of the host structure. Then the transmission of light through finite but sufficiently long
structures can be conveniently described in terms of resonant tunneling via such a state. This effect
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Figure 3.7: A multiple quantum well structure with a defect layer.

was studied in regular passive one-dimensional photonic crystals [90-94], and in Bragg MQWs in
the optical lattice approximation [95, 96]. In shorter systems, however, which are the main object
of study in this paper, the concept of the resonant tunneling via a local state becomes ill-defined,
and therefore, we will interpret results of our calculations without resorting to this concept.

We will consider a structure, in which the defect is placed in its center (see Fig. 3.7): such
an arrangement is known to result in strongest modifications of the optical spectra [96]. In this case,
the system demonstrates the mirror symmetry and the results of the previous sections can be used.
Indeed, for a structure ABA built of blocks A and B described by the transfer matrices (3.14) with
parameters 84 g and (4 B, one has

T(64,84)T(08,88)T(04,B4) =T(0,8). (3.50)
That is, the whole structure can also be described by the matrix (3.14) with

cos8 = cos 4 cosh? 68 — cos p_ sinh? 833,
sinp_ (3.51)

coth{ — 1) = cos(204) coth 63 + m,

where ¢y = 204 £ 0p and §8 = (B — B4)/2. Applying now relations (3.15) one can express the
result in terms of parameters S and ¢, and use the results for reflection described above.

In some particular cases, however, the problem of scattering of light can be solved without
resorting to the transformation rule (3.51). Let us consider a situation when the block B is a single
quantum well surrounded by barriers so it can be described by the matrix similar to that given by
Eq. (3.9) with parameters S; and ¢4. Let the block A be an MQW structure described by 6 and 8.
Thus, the transfer matrix through the whole structure is

T =T(8, 5)T,()T(S4,$)T,  (P)T(8, ), (3.52)

where T,(p) takes into account a possible mismatch of the indices of refraction of the defect layer
and the host and, p is the corresponding Fresnel coefficient.

The transfer matrix (3.52) can be simplified in several steps. First, as has been described
before, we can treat § as an addition to the mismatch noting that

T (B/2)T,(p) = Tp(5), (3.53)

where g = (p + p’)/(1 + pp’) and p’ = tanh(B/2). Then, similar to Eq. (3.9) we can introduce
effective quantities S and ¢

- 14 5% —25cos¢ __sing (G 1— pe i
— 2 i(p—¢) = —— .
S =28, 7 pl—ﬁz’ e T e (3.54)
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The next step is a multiplication of T(S, ¢) by the diagonal matrices T'(8,0) what leads to a simple
shift of the phase, T'(S, ¢ +26). Finally, the terminating matrices, Ty (8/2) and T5;'(3/2), are taken
into account by modifying S and ¢. Thus the resultant transfer matrix 7" takes the form (3.9), i.e.

T = T(S, $) with

=1+ p'? + 2 cos(d + 26)

i_g _ 2p,sin(q§ +26)

1— p/2 1— pl2 !
G20y _ 1+ ple—id—2i6
T 14 pleitrio

(3.55)

These expressions together with Eq. (3.20) give a complete solution of the problem of propagation
of light through the MQW structure with an arbitrary defect in the middle.

One can consider several particular types of defects. An example is a well with the exciton
frequency different from the frequencies of all other wells, an Q-defect. Another possible example
could be a defect element with the width of the barriers different from the rest of the structure.
It is interesting to note that a standard optical microcavity with a quantum well at its center can
also be considered within the same formalism. For example, after substitution of § from (3.54) into
Eq. (3.55) one obtains an expression that contains a singular term (proportional to Sg) and regular
terms. Choosing such widths of the barriers surrounding the quantum well so that the regular terms
vanish in the vicinity of the exciton frequency one has the reflection determined by the exciton
susceptibility with renormalized oscillator strength. The excitonic contribution to the scattering in
such a structure will not be obscured by the interface scattering.

We demonstrate the application of the results obtained above by a detailed consideration
of Q-defect. Different aspects of the optical properties of structures with this type of defect were
analyzed in Refs. [96-100] in the scalar model for the electromagnetic wave in MQW structures
without a mismatch of the indices of refraction. It has been shown there that in the presence
of homogeneous and inhomogeneous broadening of excitons, the effect of the defect is prominent
when the frequency of the exciton resonance in the defect layer, wy, is close to the boundary of
the forbidden gap in the host system, and the length of the system is not too big. The reflection
spectrum in this case has the characteristic Fano-like dependence with a minimum followed by a
closely located maximum. Such a spectrum makes this structure a potential candidate for novel
types of devices such as optical switches or modulators [99, 100]. It is interesting, therefore, to find
out how broadenings and the mismatch of the refractive index affect spectral properties of such a
structure.

For the frequencies within the polariton stop-band of the host structure one has ¢ = M(r+
1)), where M is the number of quantum wells in the parts of the structures surrounding the defect.
The relation between the length of the system 2Md and the penetration length (Re A\)~! determines
how deep the defect layer is situated in the structure. Two limiting cases naturally appear. The
first limit corresponds to the situation when the penetration length of the electromagnetic wave
at the frequency of the defect is much smaller than the length of the structure (we call it a deep
defect), and the second is realized in the opposite case, when the system is much shorter than the
penetration length (shallow defect).

3.4.1 Deep defect

First we consider the situation when (Re))™! <« 2Md for the example of a structure
without the mismatch of the indices of refraction. Such situation was analyzed in Ref. {96] for the
case of a lossless system. To determine the range of validity of these results in the case of broadened
systems we represent the broadening as a sum of the homogeneous and inhomogeneous ones as in
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linear dispersion theory. The estimation of the effect of the broadenings on the reflection spectrum

shows that when A3
Y+0o< 87re”4M’\ﬁ\ [AZ — A2, (3.56)

where A, = (wg — wy) is the difference between the defect and the host exciton frequencies (we
assume for concreteness that wp > wy), the effect of the broadenings can be neglected, and the
results of Ref. [96] are valid. This inequality, however, becomes broken for long systems, and the
broadenings must be taken into account. In this case the exponentially small non-resonant terms in
Eq. (3.55) can be neglected and the reflection in the vicinity of wy can be presented in the form

Q4 —ToDy

T=To Qg +ToDy — 2ie2MAA2W2’ (3.57)
where Dy p, = 1/84p, Sk is the exciton susceptibility of the host layers and
1
To (3.58)

" 14 Dy [1(w — wn)fwn + A (L + 2e=49)]

is the approximation for the reflection coefficient of the structure without the defect for frequencies
deeply inside the forbidden gap. We keep the term exp(—4M )) in this expression in order to preserve
the correct dependence of the reflection coefficient of the pure structure on its length. The frequency
Q4, A
w

Qd = 7TFO Wh}\, (359)
describes the shift of the position of the reflection resonance from the initial defect frequency wy.
This shift is an important property of our structure, which takes place in both ideal and broadened
systems. Deriving Eq. (3.57) we dropped the frequency dependence of the non-resonant terms.

Eq. (3.57) shows that when the defect well exciton frequency lies deeply inside the forbidden
gap the effect of the defect on the reflection spectrum of the system exponentially decreases when
the length of the MQW structure increases. This behavior is strikingly different from that of the
respective ideal systems, where resonant tunneling results in the transmission equal to unity at the
resonance regardless of the length of the system. One can see that homogeneous broadening severely
suppresses this effect, as was anticipated in Ref. [96].

If the shift, Q4, of the resonance frequency away from wy is large enough, so that w; is well
separated from wy, the effects of the inhomogeneous broadening can be neglected. In this case, we
can derive a simple approximate expression for the reflection coefficient in the vicinity of w,.. The
condition 4 > A can, in principle, be fulfilled because A(wq) decreases when the frequency goes to
the edge of the stop band where X is determined by

A
Alwn + Ap) = A + &)1 7275 (3.60)

For GaAs/AlGaAs MQW structures with w;, = 1.49eV, Ty = 67pueV, v = 12.6 ueV and A =
290 peV we obtain Re[Qq(wr + Ar)]/o ~ 6.3.

In this case, in the vicinity of the resonance frequency we can approximate the susceptibility
S4 by

Sy = To

= (3.61)
W = wq + vy

and obtain that the resonance has a form of the Lorentz-type dip on the dependence of the reflection
spectrum positioned at w = wy — Qg with the depth, H, and the width, W, determined by the
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expressions
14 ywpe?MA /A2

(1 + ywpeM> 2A2)%
It should be noted, however, that while formally this approximation is valid even when wy is close
to the edge of the forbidden gap, the deep defect approximation requires that 2MX > 1. For
GaAs/AlGaAs structures this means that N > (ReA)™! ~ 2000. The structures of this length are
far beyond current technological capabilities, so this case presents mostly theoretical interest.

In the opposite situation, when the frequency shift is small (4 < o), i.e. when wy is not
too close to the edge of the gap, the inhomogeneous broadening becomes important. In order to
estimate its contribution we use the approximation for Sy given by Eq. (3.44), i.e.

H = ro|? W =+ e 2MIA2 /i, (3.62)

2
Dy=cc—(w—-—ws+149). 3.63
4= Fox ( d +17) (3.63)
One can see that in this case the inhomogeneous and homogeneous broadening combine to
form a single broadening parameter ¥, as it is assumed in the linear dispersion theory. The resonance
on the reflection curve also has, in this case, a Lorentz-type dip centered at

ﬂ'POAw
W= wh + ————, 3.64
"o /AL - A2 (364
with the depth and the width, respectively, equal to
—~2MAA2 —2MAA2
H= |T0|227r_e._~_w’ W=§+Z”f_é@.. (3.65)
Why Wh

Because of the contribution of the inhomogeneous broadening, the effective parameter 4 becomes
so large that me"2M*A2 « 4, and the defect-induced reflection resonance becomes rather weak
compared to the case considered previously.

3.4.2 Shallow defect

From the experimental point of view, a more attractive situation arises when the length of
the structure is smaller than the penetration length. The description becomes much simpler if we
assume that the width of the defect layer is tuned to the Bragg resonance at the frequency wa, that
is if ¢(wy) = 7. That makes the second term in the expression for S, Eq. (3.54), negligible in a wide

region of frequencies and the expression for S takes a very simple form

z 1+p

§=S8i—+ 2MS;,. (3.66)

In derivation of this expression we have neglected the small term o< S3S5. The reflection coefficient
can be obtained by substituting this expression into Eq. (3.27) with N = 1. The reflection has
peculiarities near the exciton frequ~encies of the host and the defect, and in the absence of broadening
becomes 0 at the frequency where § = 0. Generally, this equation is suitable for finding the resonance
frequency for any value of the photonic band gap, A pe, not much bigger than the excitonic forbidden
gap, Ar. Here, however, we only consider the perturbation of the spectrum analyzed in Ref. [99]
due to small contrast in the refractive indexes. Therefore we assume here that Apc < Ar. In this
approximation the resonant frequency is wgp = wg — §2,, where

A, M2A2Apc
Q, = +16- .
oM +1 ' AZ(2M +1)3

(3.67)
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Figure 3.8: The reflection (dotted line, right scale), transmission and absorbtion (solid and dashed
lines respectively, left scale) are shown in a vicinity of wg for a Bragg 5 — 1 — 5 structure. The
parameters of the quantum wells are the same as those used in Fig. 3.3 except: v = 25 peV,
wp, = 1.491 eV, wy = 1.495 eV. To emphasize the resonant character of the change of the reflection
it is plotted in the log-scale. It should be noted that due to large (in comparison with ) separation
between wg and wy the drop of the reflection is not accompanied with a resonant absorbtion.

Setting the mismatch of the indices of refraction in this expression to zero we reproduce
the expression for wg obtained in Ref. [99]. The fact that the contrast does not preclude the
reflection coefficient from going to zero at a certain point is not at all obvious because it might
have been expected that the interface reflection would set a limit on the decrease of the reflection.
However, as seen from Eq. (3.67), the mismatch leads only to an additional shift of the zero point
away from the defect exciton frequency. We would also like to comment on the dependence of the
resonance frequency on the angle of incidence and the polarization of the electromagnetic wave.
These characteristics enter Eq. (3.67) through the Fresnel coefficients, Eq. (3.4), that determine the
photonic band gap, Apc o p/(1 — p?). Therefore angular and polarization dependencies of the zero
point of reflection follow the behavior of Ape.

There is a certain analogy between this effect of the resonant drop of reflection and turning
the reflection to zero considered in Section 3.1. In the case of a defect MQW structure, the Fano-like
profile of the reflection, in a narrow vicinity of wg, can be understood as an interference of the
scattering of light by the host structure and by the defect. Comparing Eq. (3.66) with Eq. (3.10)
one can see that the second term in Eq. (3.66) plays the role of a background on which the exciton
susceptibility of the defect quantum well appears. This is exactly the role played by the second term

in Eq. (3.10). Expanding § near wg, the reflection can be represented in a form similar to Eq. (3.29).
There is an essential quantitative difference between these two cases, however. In a defect MQW
structure the drop of the reflection occurs not far away from the exciton frequency, therefore this
effect becomes more noticeable. A typical form of the reflection, transmission and absorbtion near
wpr is shown in Fig. 3.8.

It should be noted, that if a regular term in the effective susceptibility of the defect layer




58

is taken into account, then Eq. (3.66) for § becomes valid not only in an immediate vicinity of wg
but in a much wider region, including for example wy. In this region, the reflection can be seen to
resemble the Fano profile in the case of two metastable states interacting with continuum {101]. As
a result, the reflection has two resonances — near wy and wy. The first resonance is 2N times wider
than the second one.

If broadenings are taken into account the reflection do not vanish but rather reaches a
minimum at a frequency w_ and maximum at wy.

For sufficiently short systems, £, can become larger than A. For example, in a struc-
ture with parameters typical for GaAs/AlGaAs multilayers, the condition €, > o is fulfilled when
M < Mg = 5. In this case, an approximate analytical description of the spectrum is possible. How-
ever, since the maximum and the minimum of the spectra lie at significantly different distances from
wq, the description of these two spectral regions would require different approximations. The max-
imum of the reflectivity takes place close to the defect frequency, and therefore the inhomogeneous
broadening near the maximum has to be taken into account. At the same time, w_ — wq > o, and
the inhomogeneous broadening in this frequency region can be neglected. Thus, we can approximate
Dy using Eq. (3.61) in the vicinity of w_ and using Eq. (3.63) near w,. Using these approximations
we find that the minimum and the maximum of the reflection coefficient are at the frequencies

2

W =wg — Qs — g—s (3.68)
and ] o
_ 1y _ 07 (&
wp = wa+ = (% -0,)+ a0 (2 + ) (3.69)

respectively, where Q, = /02 + 432 and 7 is the effective broadening defined by Eq. (3.45). The
values of the reflection at these points are

o IePyA M)t

R (s + )2
min ™~ AE,ZMz ’

Ripor = 5"
(wy — wn)?(2To + 7¥)?

(3.70)

The exact and approximate forms of the reflectivity are compared in Fig. 3.9. One can see
that these approximations give a satisfactory description of the reflectivity in the vicinities of the
extrema for short systems.

The minimal value of the reflection is determined only by the small parameter of the
homogeneous broadening, <y, and can therefore become very small. This fact reflects the suppression
of the inhomogeneous broadening in this situation. When the length of the system increases, Rpin
grows as 1604, however, when M > My, the inhomogeneous broadening starts coming into play:
~ must be replaced with a larger effective broadening containing a contribution from o. This also
leads to a significant increase in R,,;,. This behavior is illustrated in Fig. 3.10, where a comparison
of the reflection coefficients for two MQW structures with different lengths is provided.

Thus, the highest values of the contrast, defined as the ratio of the maximum and minimum

reflections 7 = Rpaz/Rmin
~ (——A“’ )4 (3.71)
T \2mvay '
are obtained when the number of periods in the structure is small. For low temperature values of
4 the contrast can be as large as 10%. However, these large values of the contrast are accompanied
by rather small values of R,,,.. For possible applications it would be useful to have the large

contrast, and the large maximum reflection. The latter can be improved by considering structures
with multiple defect wells composed of several blocks ABA considered above. This leads, of course,
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Figure 3.9: Reflection coefficient near the exciton frequency of the shallow defect (solid line) for
M = 3. The dashed lines depict approximation using different expressions for the defect quantum
well susceptibility at the vicinities of the extrema: near the minimum the inhomogeneous broad-
ening is neglected, while in the vicinity of the maximum it is accounted for as a renormalization
of homogeneous broadening [Eq. (3.45)]. For reference, the reflection coefficient of a pure MQW
structure without a defect is shown (dotted line).

to the increase in the total number of wells, but as we show, one can achieve a significant increase
in Rz for quite reasonable total length of the structure without compromising the contrast too
much. The reflection of such structures can be qualitatively described by Eq. (3.27) where N is
understood as the number of such blocks. This expression shows that increasing N can be interpreted
as increasing an effective radiative decay rate. This qualitatively explains the results of numerical
calculations shown in Fig. 3.11. The structures were constructed of several blocks, each of which
is a 9-period long BMQW with a single defect well in the middle. One can see that, indeed, the
spectrum of such multi-defect structures exhibits large R4, (up to 0.8 for structures no longer than
80 periods), while preserving high values of the contrast (of the order of 10%).

3.4.3 Tunability of the reflection spectrum

Applications of MQW structures with a defect for switching or modulating devices is based
upon a possibility to change the value of the reflection coefficient at a working frequency w,, by
switching between wy, = Wmpee and wy, = wWmin using for instance the quantum confined Stark effect
in order to change the value of wy. The structures under consideration, however, allow also for




60

Reflection coefficient
=

—
<
-3

\ T y T T T T T L | T ——

T 1]
60 65 70 75 80 85 90
-0, meV

Figure 3.10: Dependence of the reflection coefficient on the frequency in the neighborhood of the
exciton frequency of the defect well for different lengths of the MQW structure (solid line M = 1,
dashed line N = 2). The great difference of minimal reflections results from the shift of the resonance
frequency g, Eq. (3.67).

tuning of the working frequency of the device by shifting the entire spectrum of the structure using
the Stark effect in host wells. There are several differen ways to implement this idea, but here
we only want to demonstrate its principal feasibility. The main possible difficulty results from the
fact that shifting wy, will detune the whole system from the Bragg resonance and, may destroy the
nice spectral features discussed above. In order to see how the detuning affects the spectrum, we
assume that for simplicity that wy and wg change uniformly, and study the reflection spectrum of
an off-Bragg structure.

As has been shown in Chapter 2 and Section 3.2 (see also Ref. [55]) a small detuning from
the Bragg resonance results in opening up a propagating band at the center of the forbidden gap
significantly complicating the spectrum. It turns out, however, that as long as wmin and wyqe. are
well separated from wp, the detuning does not affect the part of the spectrum associated with the
defect. Indeed, we show that the reflection spectrum of an off-Bragg structure is described by the
same expressions as in the case of the Bragg structure. The only modification is the change of the
definition of T', which becomes now

To(2M + 1)

I'= 1—4(2M + 1)sinwm(w — wg)/wp’

(3.72)
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Figure 3.11: Dependencies of the maximal reflection (filled circles, left scale) and the contrast (empty
squares, right scale) upon the number of the defects in BMQW structures.

Thus, for such shifts of the exciton frequencies, ws, that satisfy the condition

2M sin (n&) <1 (3.73)
;1

the destructive effect of the detuning of the structure away from the Bragg resonance is negligible in
the vicinity of wy. It is important to note that the smallness of the shift is required in comparison
with the relatively big exciton frequency rather than, for example, with the width of the reflection
band. Because of this circumstance, our structures can tolerate as large changes of the exciton
frequencies as are possible with the quantum confined Stark effect. The result of such a change is
simply a uniform shift of the part of the spectrum.

3.4.4 Characterization of the reflection spectra in the case of intermediate
lengths

In the previous subsections we examined special situations when the defect can be con-
sidered as either deep or shallow. In both cases, we were able to derive approximate analytical
expressions describing defect-induced modification of the spectra and to obtain a qualitative un-
derstanding of how the defect affects the reflection spectrum. In particular, it was demonstrated
that the characteristic frequencies related to the modification of the spectrum are shifted from the
resonant defect frequency of a single well. This shift is the result of radiative coupling between the
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excitons in the defect well and the collective excitations of the host system. One of the important
consequences of this shift is the possibility for almost complete suppression of the effects due to
inhomogeneous broadening in some spectral intervals. In this subsection we consider systems with
intermediate lengths, when M is larger than My, but is still smaller or of the order of magnitude of
the penetration length. From the practical point of view, this case is of the greatest interest, since
this interval of lengths is still easily accessible experimentally, and at the same time, it is expected
that for such structures the defect-induced modifications of the spectrum become most prominent.
Unfortunately, none of the approximations used in the previous subsections can be applied here, and
we have to resort to a numerical treatment. Nevertheless, the qualitative understanding gained as a
result of the previous analytical considerations, serves as a useful guide in analyzing and interpreting
the numerical data.

As it was pointed out in the previous section, when M becomes larger than My, the position
of the minimum of the reflection, w_ moves closer to wy, and the inhomogeneous broadening starts
contributing to Rpin. This effect can phenomenologically be described as the emergence of an
effective broadening parameter ves¢(y,0, M), which is not a simple combination of 4 and o, but
depends upon M. This parameter is limited from below by «y, when the inhomogeneous broadening
is suppressed, and from above by 4, when the contribution from ¢ is largest. Because the minimum
value of the reflection is always achieved at a point shifted with respect to wg, generally v.yrs is
always smaller than 4, and the homogeneous broadening makes a contribution to it comparable to
that of the inhomogeneous broadening despite the fact that v < o. At the same time, the position of
wy, which determines the width of the spectral interval affected by the defect, depends upon 4 =~ o.

Thus the effect of the broadenings on the spectrum can in general be summarized in the
following way: while the width of the resonance is determined equally by both homogeneous and
inhomogeneous broadenings, its strength depends mostly upon the homogeneous broadening.

We illustrate this conclusion quantitatively by defining the width of the resonance as the
distance between the extrema of the reflection spectrum, W(vy,o,M) = w; — w_, and its depth
as the difference between the values of the reflection at these points, H(y,0, M) = Rz — Rmin.
In order to see how these quantities depend upon parameters v and o, we chose several different
values of W and H, and plot constant level lines, W (y,0, M) = W;, H(v,0, M) = H;. These lines
represent values of v and o for which W and H remain constant (Fig. 3.12).

The locus of constant widths is the set of nearly straight lines running almost parallel to
the axis representing the homogeneous broadening. Slight deviation from the straight-line behavior
is seen only for non-realistically high values of 4. Such a behavior confirms our assertion that the
width of the resonance is determined by an effective parameter, in which v and o enter additively. As
we see, this is true even for systems which cannot, strictly speaking, be described by approximations
leading to Eq. (3.69). Since usually v < o, the latter makes the largest contribution to this effective
parameter, and determines the value of W. The shape of the lines of constant height demonstrates
almost equal contributions from v and o, which means that the effect due to the inhomogeneous
broadening is significantly reduced as far as this feature of the spectrum is concerned. This is also
consistent with an approximate analysis presented in the previous section of the paper.

The remarkable feature of Fig. 3.12 is that the lines of the constant width and the constant
high cross each other at a rather acute angle and at a single value of ¥ and o for each of the values
of W and H. This means that one can extract both v and ¢ from a single reflection spectrum of the
MQW structure. This is a rather intriguing opportunity from the experimental point of view, since
presently, the only way to independently measure parameters of homogeneous and inhomogeneous
broadenings is to use complicated time-resolved techniques.

It is clear, however, that the shape of the lines of constant W and H depends upon the
choice of the distribution function used for calculation of the average susceptibility of the defect
well. It is important, therefore, to check how the results depend upon the choice of the distribution
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Figure 3.12: Intersections of lines of constant height (dashed lines) and width (solid lines) of the
resonance allow determination of the values of the homogeneous and inhomogeneous broadenings.

function of the exciton frequencies. As an extreme example, one can consider the Cauchy distribution

g

m. (3-74)

flwo) =

In this case, all the effects due to the inhomogeneous broadening can be described by a simple
renormalization, v — « + o, and the level lines in Fig. 3.12 would have the form of parallel lines.
This distribution though, hardly has any experimental significance, while the Gaussian function has a
certain theoretical justification [102]. However, the symmetrical character of the normal distribution
is in obvious contradiction with a natural asymmetry of the exciton binding energies, which can be
arbitrarily small but are bounded from above. It was suggested in Ref. [103] to take this asymmetry
into account by introducing two different variances in the Gaussian distribution: o_ for frequencies
below some (most probable) frequency w,, and o4 for the frequencies above it. Accordingly, the
distribution function can be written as

_(ioz-ii
2 e -, wy < W,

Vot +0o) | - tegeet (3.75)

f(wo) =

y, Wo > we.

It was shown that this choice gives a satisfactory description of time-resolved spectra of MQW’s
[103]. The distribution function Eq. (3.75) can be parameterized either by o1 and w, or, more
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Figure 3.13: Intersections for different values of the parameter of asymmetry. Dashed and solids
lines are lines of constant height and width respectively.

traditionally, by the mean value, @, the second moment, o, and the parameter of asymmetry, n,

defined as s N
oy —0_ o oy +o
e A e e Nk B

Nz oy +o-

We use the corrected distribution function, Eq. (3.75), with the fixed mean frequency and
the variance, but different values of the asymmetry parameter, in order to see how sensitive the
defect induced features of the reflection spectrum are to the shape of the distribution function.
To this end, we plot the lines of constant height and width for different values of the asymmetry
parameter n (1 < n < 2). The results are presented in Fig. 3.13.

An interesting result revealed by these graphs is that with the change of the asymmetry,
the points at which W and H level lines cross move parallel to the axis of 7, while the respective
values of o remain quite stable. This shift can be explained by noticing that with change of the
parameter of asymmetry the total width of the distribution remains the same while the effective
value of the inhomogeneous broadening at the point of the reflection changes. This indicates that
the value of ¢, which can be obtained by comparing experimental reflection spectra with the theory
presented in this paper, is not sensitive to the choice of the distribution function of the exciton
frequencies. The value of the parameter of the homogeneous broadening is more sensitive to the
asymmetry of the distribution function: it varies by approximately ten percent when the parameter
of the asymmetry changes by a factor of two. However, the estimate for 4 can be improved by
studying the temperature dependence of the reflection spectra.

- %(a+ -o-)% (3.76)

w=w;+
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3.5 Discussion

The effects of the refractive index contrast on the optical properties of MQW structures
have not been, of course, overlooked in previous studies. In particular, modifications of the Bragg
condition and reflection spectra at normal incidence of Bragg MQWs in the presence of the contrast
have been discussed in Refs. {32, 33]. The effects of the dielectric mismatch on optical properties
of single quantum wells [37, 51] or an MQW structure embedded in a dielectric environment [53]
was also taken into account. However, this problem suffers a lack of an analytical approach. While
optical spectra of any given MQW based structure can be easily obtained numerically, this is not
sufficient when one needs to design a structure with predetermined optical properties, which is a
key element in utilizing these structures for optoelectronic applications. The main difficulty of this
task is the presence of a large number of experimental parameters such as an angle of incidence, a
polarization state, indices of refraction, widths of the barriers and the quantum wells, etc, which
are in a complicated way related to spectral characteristics of a structure. In order to resolve
this difficulty, one needs a general effective analytical approach that would facilitate establishing
relationships between material parameters and spectral properties of MQW based structures for an
arbitrary angle of incidence and polarization state of incoming light.

In the present chapter such a method is developed. It is based on a transfer matrix approach
and consists of two steps. In the first step it is shown that a quantum well embedded in a dielectric
environment can be described in exactly the same way as a quantum well in vacuum by introducing
an effective excitonic susceptibility and an effective optical width of the quantum well layer. In the
second step relations between these effective quantum well characteristics and parameters of a total
transfer matrix are established. The method is rather general and can be applied to a great variety
of different MQW structures with light of an arbitrary polarization, incident at an arbitrary angle.
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Chapter 4

Luminescence of quantum wells

A general approach developed in the previous chapters allows its applications not only for an
analysis of optical properties of the heterostructures but also for an investigation of more complicated
problems. One of such problems is the exciton luminescence in quantum heterostructures. Let an
external pump field with the frequency higher than the semiconductor fundamental edge create
the the electrons in the conduction zone and the holes in the valence zone. These excitations lose
their energy in both radiative and non-radiative ways until they reach the exciton states where the
final radiative recombination occurs. To obtain microscopical equations describing the relaxation
processes it is necessary to extend the consideration provided in Section 1.2.1 by taking into account
the intersubband terms, o wjwy A1/1;" V4, where the field A has its maximum magnitude at small
frequencies comparing with the exciton resonance frequency. This describes the radiative relaxation
of the electrons and the holes. The non-radiative relaxation is accounted by consideration of the
interaction with phonons. This adds two more terms in the equation governing the population of
the exciton level. The structure of these new terms is similar to that of the terms describing the
radiative relaxation. It is clear that the introduction of all these terms yields a Shrodinger equation
with a source in its r.h.s. similar to Eq. (1.24).

The difference between the case considered in the previous chapters and the problem of
the exciton luminescence is that now the sources in the Shrédinger equation are of different nature.
One of the sources describes a contribution of the external electric field to the population of the
exciton level. This corresponds to the situation considered in the previous chapters. The sources of
the second kind are responsible for the change of the exciton polarization due to transitions (photon
or phonon assisted) to the exciton level from other states.

The recombination of an exciton produces light which has to propagate through the struc-
ture and therefore is strongly affected by its optical properties. This is where the results obtained
in the previous chapters will be extensively used.

4.1 Macroscopic Maxwell equations

A qualitative consideration of the recombination processes provided above allows to write
down macroscopic Maxwell equations governing the spatial distribution of the electric field

2
W
VxVxE= = [n?(2)E + 4nPey) — F. (4.1)

Here n(z) is the background index of refraction which is assumed to be periodically modulated
n(z + d) = n(z), F(z) is an electric field source function describing a “background” excitation and
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P,y is the exciton contribution to the polarization given by
Pexe = —x(w) Z D, (2) [/ dz' @, YEL (2, p) + Em(p)] . (4.2)
m

The sum in this expression is taken over all quantum wells which are enumerated by the index m. The
wavefunction, ®,,(z), of the exciton localized in an m-th well is taken in the form ®,,(2) = ®(z~2,,),
where z,, is the position of the center of the m-th well. As well as in the previous chapters, we assume
that the period of the spatial arrangement of the quantum wells coincides with the period of the
modulation of the dielectric function 241 — 2, = d. The term 3,,(p) is the exciton polarization
source function in the m-th quantum well, p is the coordinate in the plane perpendicular to the
growth direction. In Eq. (4.2) we explicitly have taken into account that only the projection of
the electric field perpendicular to growth direction E; is optically active. The intensity of the
exciton-light interaction is characterized by the exciton susceptibility x(w) which we take in the
form assuming an absence of the exciton dispersion in the plane of the quantum well.

x(w)

o

WL (43)

Here o ~ | {c|p|v)|? is the exciton-light coupling parameter, wp is the exciton resonance frequency
and 7~ is the homogeneous broadening of the exciton line.

Our final objective is to establish a general approach for a consideration of the exciton
luminescence in the resonant photonic crystals. We apply this approach to an analysis of the
luminescence spectrum in the direction normal to the plane of the layers. Therefore, to avoid
unnecessary technical complications, we will consider only s-polarized electric field emitted by the
structure. The Maxwell equation (4.1) allows the separation of variables that can be performed in
the following way. Let the electromagnetic wave propagate with the wave vector k along the plane

of quantum wells, i.e. .
E(z, p) = ¢*PE(z, k). (4.4)

For a s-polarized field the direction of k fixes the direction of E(z, k)
E(z,k) = BE(z,k)é;(k), (4.5)

where &,(k) = &, x & is the unit polarization vector. In what follows we will omit the argument k
when it is clear that the value of the scalar amplitude is taken at a fixed value of the in-plane wave
vector.

Since we are interested in s-polarized field only we can assume that both source fields F
and X,, have a corresponding distribution in the plane of the layers. Formally this requirement is
formulated in the form of a possibility to represent the sources as

o) = / ke (K)Sa(k)e™,  F(p,2) = / @2k &,(k)F (K, 2)’*®, (46)

where the integrals are taken over vectors lying in the plane of quantum wells and the coefficients
(k) and F(k, z) can be found using the Fourier transformation

Zn() =80 [ EpEalp)e ™, Fllz) =& k) [@oF(pe. (47

In what follows we will drop the wave vector k as the argument of the amplitudes X,, (k) and F(k, z).
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Substitution of Egs. (4.4), (4.5) and (4.6) into Eq. (4.1) gives the equation with respect to
the scalar amplitude of the electromagnetic wave

d*E(2)

12 + k2(2)E(2) = F(2) —

ww?
4c2 X(w)zcbm(z) [/ dz @ (ZVE(Z) + 2|, (4.8)

where k2(z) = w?n?(z)/c® — k%. The solution of the initial vector equation is obtained from the
solution of Eq. (4.8) as the inverse Fourier transform of the electric field similar to Eq. (4.6).

4.2 Transfer matrix

The initial problem being reduced to a one-dimensional ordinary differential equation can
be effectively studied using transfer matrices. We will use the approach developed in Chapter 2.
To apply it for the luminescence problem it is necessary to take into account the circumstance that
now the transformation of the electric field from one boundary to another is not linear because of
the sources. Fortunately, it requires only a slight modification.

Without loss of generality we consider a layer with the quantum well situated at z = 0
with the left and right boundaries at z_ and z, respectively. Inside a single layer the summation
over quantum wells in Eq. (4.8) can be dropped and so can the number of the quantum well. The
r.h.s. of the equation obtained can be considered as an inhomogeneity in a second order differential

equation

2 V4
T2 (B = F(2). (4.9)

A general solution of such an equation is written in the form

E(2) = c1h1(2) + c2ha(2) + (G * F)(2), (4.10)
where
1 2z
(G*F)(e) = 5 / &7 F(2) [ha(2)ha(2) — ha(2)ha(2)]. (4.11)
h
L
Here h 2(z) are linearly independent solutions of the homogeneous equation
d*E(z) 2 .
-+ (E=0, (4.12)

and Wy, = hih) — haoh! is the Wronskian of these solutions. To avoid unnecessary complications of
the following formulas we assume that h; o are real functions, e.g. they solve the Cauchy problem
(4.12) with real initial conditions at z = 0. In Eq. (4.11) we explicitly have taken into account that
for Eq. (4.12) the Wronskian does not depend on z.

Substitution the r.h.s. of Eq. (4.8) into Eq. (4.10) yields for the field at the right boundary
of the elementary cell

Fy 5 47Tw2<pg

b
E(24) =hy |:Cl - ﬁ +XT (Cl(pl + capo + ﬁ):l

) . (4.13)
F; 4 pM
+hy [cz + =2 - XM (clgm + cop2 + ——)] ,

Vv Wh c? vV Wh
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where ¢; 2 and Fj 5 are the “projections” of the exciton state and the non-resonant field source onto
the solutions of the solutions h; o

z4
1 1
1z = ey V/V 1 (Dhale),  Fra= 7, / dz F(2)hy 2(2). (4.14)

In Eqgs. (4.14) the integrals are taken over the period of the structure (or over the elementary cell of
the photonic crystal). The effective polarization source function ¥ is the initial ¥ modified by the
field source function
=%+ /dz<1>(z)(G*F)(z). (4.15)
QW
Using the solution (4.13) the relation between the values of the field at different boundaries
of the elementary cell can be found. If the field is specified by the amplitudes ¢; » one has

(4] _,n C1 ACl
(&) =7 (2) e+ (82), (416)
where ff is the transfer matrix through the elementary cell written in the basis of the linearly
independent solutions
= e AR (021 ¥R )
Tr=14 —2 2 , 4.17
! c? ( —4/’% —¥P201 ( )

where 1 is the unit matrix. The contribution of the sources is described by the second term in r.h.s.

of Eq. (4.16) \
Acy 1 (-F\ | & 470°% [ oo

(a0) = o (&) v22me (52): (418)
This is one of the main results of this Section. The important feature of this addition is that it does
not depend upon the state of the “incoming” field. In other words, the field at the right boundary
of the elementary cell is obtained as a superposition of a regular transfer of the field at the left
boundary (as if there were no sources at all) and the field generated by sources. It might seem
that there is on symmetry between the left and right boundaries of the elementary cell, however,
it must be noted that such symmetry must appear as a solution of an appropriate boundary value
problem. In particular, results similar to Eq. (4.16) can be obtained for a general case of absent
mirror symmetry of the elementary cell, multilevel structure of the exciton susceptibility x, including
both even and odd exciton states and so on. In these cases the symmetry between the fields at the
left and right boundaries can barely be expected. At this stage the solution given by Eq. (4.16) must
be considered as a general solution of a Cauchy problem (general solution of homogeneous equation
plus a particular solution of inhomogeneous). The application of this solution to a problem with
boundary conditions will be shown in the next section.

So far we considered a general situation. The expressions obtained greatly simplify when
the symmetries of the profile of the quantum well and the modulation of the dielectric function are
consistent, i.e. n(zm + z) = n(zy — 2}, where z,, is the position of the center of m-th quantum well.
In this case the elementary cell of the structure can be chosen such a way that it explicitly has the
mirror symmetry with respect to its center (see Fig. 4.1). In what follows the elementary cell will
be meant having such symmetry.

Because of invariance of Eq. (4.12) with respect to mirror reflection its solutions have
definite parity. Therefore as the pair of linearly independent solutions hy,2 can be chosen functions
which are even and odd with respect to the center of the quantum well. Let hy be the odd solution
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Figure 4.1: The periodic structure built of quantum wells (the shadowed rectangulars) and the
barriers between them. Vertical dashed lines show the boundary of the elementary cell having
the property of the mirror symmetry. The smooth line illustrates the modulation of the dielectric
function in the structure.

then @2 = 0 what essentially simplifies Eqs. (4.17) and (4.18). The generalization of the results
obtained below for a non-symmetrical case can be obtained but it requires more cumbersome analysis
(see e.g. Section 2.4). Therefore, to avoid blurring the main ideas by technical complications we will
consider the symmetric situation.

The basis of a pair of linearly independent functions is convenient to derive the transfer
matrix through a single elementary cell staying inside the cell. However, for consideration of optical
properties (e.g. a field emitted by the structure) the conventional basis of planar waves is more
convenient. In this basis the field is naturally represented in the form

E =E % 4+ E_e™%*, 4.19
+

where ¢ = k(z4) is determined by boundary conditions at the interface between elementary cells.
The transfer matrix written in this basis relates the amplitudes of the waves propagating to the left
and to the right F. at the different boundaries of the elementary cell. Using the transformation rule
(A.9) the transfer matrix in the basis of plane waves can be obtained in the form [see Eq. (2.22)]

_( .of @f - af)/2
7= (s e "), (420

where
= = -— -S s
4= f=0~iS (4.21)
a=g3,  f=g1+i5¢,
and ) B (2) )
z
_ hy(z,) + 2l +_] L ga= iqh hy(24)]- 4.22
o1 = e [1aCe) + D] gp = L igha(es) + (e (4.22)
The function S{w) in the one-level approximation for x(w) has the form
T
S(w) = 0 , (4.23)

where Ty = 2naw?p?/gc? is the radiative decay rate. As well as in previous chapters, since ¥ and
S(w) differ only by a factor slowly changing with frequency we will refer to function S(w) as the
exciton susceptibility.
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The source term (4.18) in the basis of plane waves has the form
F 23S

[vm) Fla) + iq s) + i1 Is), (4.24)
where |a) = g1 |+) + g7 |—) and |s) = g2 |+) — g5 |-). The index m in the notation |v,,) reminds
that relevant quantities (e.g. sources) depend on the number of the well and should be taken for
the particular m-th well. The first two terms in Eq. (4.24) can also be represented as a vector with
components [1 + (iq) ~*d/d2](G * F)(z,.) relating it more directly to the external sources of the field.
However, for the following analysis it is more important to establish the relation between the source
terms in the basis of plane waves and the solutions of Eq. (4.12) with the definite parity. Let us
look, for example, at the term oc Fy in Eq. (4.24). Its magnitude is determined by the projection
of the non-resonant source to the even solution of Eq. (4.12). In particular this term vanishes if the
external excitation is antisymmetric with respect to the center of the elementary cell of the structure.
A comparison of this term and the term « ¥ allows to identify the symmetry of the excitation of the
electric field induced by the exciton recombination as symmetric with respect to the center of the
elementary cell. Of course, such identification is supported by assumed above the same symmetry
of the exciton wave function and the spatial modulation of the dielectric functions and is formally

established by the choice ¢y = 0 used above.

4.3 Radiative boundary conditions and the field emitted by
an m-th well

In this Section we consider a structure containing NV layers and find the field outside the
structure subject to the radiative boundary conditions. For example, if the structure is embedded
into vacuum it is necessary to take into account additional scattering of light by the interface. It is
done by introducing the interface transfer matrices so that the field outside the structure (behind

its right end) is
Eg_ _ E+ _ 1 1 P E+
(E,_)_T,, (E_ == 9 (%). (4.25)

_ Nout €08 Bout — np cOS O

T Ngut €088yt + Ny COS O,

is the Fresnel coefficient for the s-polarized field. The angle of incidence is determined by tan 8, =

k/q. The outgoing wave propagates at the angle following from Snell’s law 1,y Sin 65, = np Sin 8.

First, we consider the case when only m-th quantum well emits light. There are waves

propagating away from the structure in the surrounding medium. In other words, in the half-space

z < zy, one has the wave propagating to the left, that is E™ |-) and in the half-space 2 > zr

there is the wave propagating to the right Eim) |+). Here 2z g are the coordinates of the left and
the right ends of the structure, respectively, and

=) w=() (21)

Using the results obtained above we can find the relation between the field outside the
structure

where

(4.26)

EM |4) = T,V "™ [um) + BT, TVT ). (4.28)

This equation is written using essentially the results obtained above in Eq. (4.16). The field state
given at the left boundary of the layer is transferred through the luminescent layer in a usual way
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by a simple multiplication by the transfer matrix. This gives the term proportional to TV. The
sources of the electric field lead to the appearance of one more term. Because of the linearity, the
transfer of this summand can be considered independently. This results in the term proportional to
TN~™ in Eq. (4.28). Multiplication of Eq. (4.28) from the left by (+| and (—| gives the system of

two inhomogeneous equations with respect to E(im). The solution of this system is

o __ (T TN o)
- (~1Tpcl-) (4.29)
m +| TPC I—) - .
E()=<+—(————— T,TN ™ o)
+ ( | (_l TPC |_> ( | 4 | m)
where Tpc = T,TV iy ! is the transfer matrix through the whole structure including the interfaces

between the terminating layers and the surrounding medium. Let us note, that this is not essential
for the derivation of these expressions that all transfer matrices in the structure are the same or
that the elementary cell possess the mirror symmetry. For example, if the the transfer matrices
are different then instead of the powers of T in Eq. (4.29) products of the corresponding transfer
matrices would appear. What is crucial is the possibility to separate different contributions in the
field at the right boundary of the elementary cell as is emphasized by Eq. (4.18). However, as has
been discussed above, such a separability is the general result.

The apparent asymmetry of these expressions for E(im) is a consequence of the definition of
|vm) and, actually, reflects a possible difference between the fields emitted in positive and negative
directions in an asymmetrical case. Since we are interested in the case where both the dielectric
function and the exciton wave function have the mirror symmetry with respect to the center of the
elementary cell, it is convenient to have such a form of Egs. (4.29) which is similar for both E™

and Es_m). It can be done using the general property of the transfer matrix through a structure with
the mirror symmetry, 0,7~ o, = T. Using this property, the second equation of Egs. (4.29) can be

shown to be
(H TT™™ |vm)

{(-1Tpc|-)
Of course, to prove the actual symmetry it is necessary to show that Egs. (4.29) imply the
equality

E(™ = (4.30)

EW-m) — glm), (4.31)

It should be noted, however, that such an equality is a consequence of the symmetry not only of
the structure itself but also of the sources. For example, as is seen from Eq. (4.24), generally the
non-resonant source term F(z) in the r.h.s. of Eq. (4.8) can provide such excitations which do not
have a definite symmetry with respect to the center of the elementary cell of the structure. It occurs
when both Fyo # 0. In this case a relation similar to Eq. (4.31) generally does not take place.
However, when the sources have a definite symmetry, one can prove that Eq. (4.31) holds. The most
interest case for us is when Fy = 0. Then, in order to prove Eq. (4.31) one should use the relation
T-1|s) = —0, |s), which validity can be shown either by direct calculations or by an analysis of the
derivation of Eq. (4.24).

It is convenient to rewrite the expressions for the external field in terms of Green functions
defined as the field radiated by a source with a unit intensity. As follows from Eqs. (4.29) one has

ESY = (nGE (m) + nGS (m), (4.32)
where -
F, 25,8 N
b= =+ , Clm=-F (4.33)

ig ip1
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are the amplitudes of the sources. The Green functions Gi(m){*® describe the response on the
excitations with the different symmetries and can be written in the form

G m) = +ty (£ TEIT, |s,a) . (4.34)

Here we have taken into account the definition of the transmission coefficient through the whole
structure £y in terms of the transfer matrix ty = (—|Tpc |—)_1. Also, in Eq. (4.34) we introduced

partial transfer matrices T™ = T,T7~™T;! and T_s_m) = T,TN-™T,;!. These matrices have the
property Tchim) = T_im) which illustrates their physical sense and makes the structure of the

Green functions G clear.

It should be noted that Eqgs. (4.32) and (4.34) are direct consequences of Eqgs. (4.29) and
up to the definition of Tim) do not depend on a specific form of the transfer matrices through the
individual layers.

Eq. (4.32) solve the general problem of the field created outside a resonant photonic crys-
tal by the sources of different nature localized inside the structure. It follows immediately from
Eqgs. (4.33) that the specific feature of the contribution to the radiated field due to the exciton
recombination is its resonant character. This is the main contribution at frequencies close to wy
while the non-resonant sources specified by F(z) create the background component which is char-
acterized by a relatively smooth frequency dependence and becomes important far away from the
exciton resonant frequency. These non-resonant sources are not important for the problem of the
exciton luminescence in the resonant photonic crystals. Therefore, below we assume that the only
source of the electric field in the structure is the exciton recombination and neglect the non-resonant
sources. As the result the amplitudes of the sources in Eq. (4.32) become (m = 2%,,5/ip; (note

that £, = £, as F = 0) and (,, = 0. Since the only relevant Green function in this case is Q'(; )(m)
we will drop the superscript (s) hereafter.

4.4 The intensity of the field outside the structure

The full field created by a luminescent structure is obtained by the summation of E(™)
with respect to all quantum wells. To analyze the intensity spectrum, one should, however, take
into account the fact that the spatial correlations of ¥,, are shorter than the characteristic length of
the structure (the period of the structure). This leads to non-coherent contributions to the emitted
electric field from different quantum wells and different points of the wells. This circumstance is
taken into account by averaging the total intensity over the realizations of ¥,,. We assume the
function ¥,, to be a random function of the frequency, w, and the in-plane wave number, k. The
statistical properties of this function are characterized by a correlation function of the following form:
(Enk, )T (K W) = E(w, k)d{w — w')d(k — k'), where E(w, k) is a spectral function, which we
do not expect to depend strongly on w and k at the frequency scale involved in our discussion.

Using these properties of ¥, one obtains (E(k;)E(ks) = Z(k;)d(k1 — kg). Here Z(k;) is
the spectral density of the electric field which has the form

T(w, k) = 45(w, k) ’%

2
> 1G(msw, k)2, (4.35)

This is the general expression which allows analyzing both the frequency and the directional depen-
dence of the luminescence spectrum. In what follows we restrict ourselves to the consideration of
the intensity of the electromagnetic waves emitted along the growth direction of the structure (i.e.
k = 0). The directional distribution of the radiation will be studied elsewhere. When one considers
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a wave propagating along the growth direction, generally, it is necessary to take into account that
there are two s-polarized waves in this case. The relation between the intensities of these waves
is determined by the stochastic properties of £(p). Generally they are specified by the average
(=(p) ® =(p')) = E(p — p'), where Z(p) is a symmetric correlation second-rank tensor. For each
wave polarized along the principal axes of the tensor one restores Eq. (4.35). Thus, the relation
between the intensities of the waves with these polarizations is determined by the relation between
the eigenvalues of the tensor =. Moreover, it is clear that the correlation tensor gives all Stocks pa-
rameters [44]. In the structures under consideration, however, it is natural to assume the isotropic
distribution of X(p) what leads to unpolarized emitted wave and the general validity of Eq. (4.35).
The spectral function Z(w) is an important parameter determining the form of the luminescence
spectrum and should be determined from a microscopical consideration of the electron relaxation
processes. However, it barely changes essentially on the frequency scales under the interest. Because
of this circumstance we assume E(w) = 1 in our numerical calculations while formally keep it in the
expressions.

Eq. (4.35) shows that the form of the luminescence spectrum is determined by several
factors with different frequency dependencies. The exciton susceptibility, S(w) for instance, strongly
reduces the luminescence far away from the exciton frequency wp. The spectral density, E(w) can
be considered as a slowly changing function of frequencies at the scale of the width of the polariton
stop-band. The last term in Eq. (4.35) has two contributions. One is the transmission coefficient
tn, which has singularities at the eigenfrequencies of the quasi-modes of the structure. These
singularities determine the fine structure of the luminescence. The second term is responsible for
the variations in the luminescence intensity at a much larger scale. In the presence of homogeneous
and inhomogeneous broadenings only these variations survive.

The summation over the quantum wells can be performed using an assumption that all
transfer matrices T entering the definition of ™ in Eq. (4.34) are the same. Also we assume that
the structure is made of an integer number of the elementary cells. This means, in particular, that
the terminating layers are half-barriers. These assumptions imply that all partial transfer matrices
possess the mirror symmetry and can be represented in the form actively used in Chapter 3

cosf —isinf cosh 8 —isin@sinh 8 )

T(6,8) = ( isinfsinh 3 cosf + isinfcosh 8 (4.36)

Comparison of Egs. (4.36) and (4.20) gives the relation between the parameters of these represen-
tations

1 _ af —
cosf = -2—(af +af), tanh 3 = %—;:. (4.37)
The parameter 6 determines the polariton spectrum and has a sense of § = Kd, where K is the

polariton Bloch wave-number.
The representation (4.36) is convenient for performing the summation in Eq. (4.35) because

all T™ are characterized by the same B (including the scattering at the interface between the
structure and the surrounding medium which does not change the spectral parameter), while the

spectral parameter of Tﬁm) is merely —m#. Thus, Tim) can be written as
T =™ Ty (8/2) |4) (+] Tz (8/2)
+e Ty (8/2) 1-) (~I T (B/2),

where Ty is a matrix describing a hyperbolic rotation with a dilation

Tul) = (ol ). (9

(4.38)
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Using Eq. (4.38) one can find

1 o _ sinh N§” 2_—(N+1)8" 2 (N+1)8”
e 2 19 = S 1P B (wd0)
in N¢ 0 T4 '
+Slsri1n9' [AB*e"’ (N+1) 4 g*Be~*0 (N+1)] ,
where we have represented 6 = 6’ + i6” and have introduced
1 * 2 1 * 1
A =10 (92 — pg3) cosh®(B/2) — (g5 — pg2) sinh B
P 2
' ; (4.41)
= —~——— |(g2 — pg3) sinh®(B/2) — = (g5 - inh 3| .
1 (00— ) sink?(8/2) - 363 - p)sinn 5|

For the purposes of numerical calculations instead of direct calculations of the parameter 8 it is
more convenient to multiply both parts of Egs. (4.41) by sin 8 and, then, use Eq. (4.36) to establish
direct relation of corresponding terms with the elements of the transfer matrix through the period
of the structure.

It is immediately seen from Eq. (4.40) that the luminescence is reduced at frequencies
corresponding to the interior of the forbidden gap. At these frequencies the main contribution to
the r.h.s. of Eq. (4.40) is due to the exponentially large terms « exp(N8"”). However, these terms
are cancelled by the exponentially small transmission at these frequencies. As the result Z{w) tends
to values which are independent on the length of the structure. Thus, for sufficiently long structures
where the polariton band structure essentially affects their optical properties the luminescence at
the forbidden frequencies is relatively small.

Before we turn to a more detailed analysis of the luminescence spectrum it should be noted
that the optical properties of the resonant photonic crystals strongly depend on the relation between
the resonant frequency and the position of the photonic band gap. The strongest exciton effect on
the light propagation takes place in Bragg structures (see Chapter 2). The condition for the Bragg
resonance is the coincidence of the exciton frequency, wp, and a special frequency wg. In MQW
structures with the homogeneous dielectric function the frequency wp corresponds to the boundary
of a Brillouin zone. In resonant photonic crystal wp is a boundary of the photonic band gap existing
in a passive photonic crystal characterized by the same spatial modulation of the dielectric function.
More specifically the condition of the Bragg resonance is determined by the details of the modulation
of the dielectric function. For concreteness we will assume that the dielectric function reaches its
maximum value at the quantum well and monotonously decreases towards the boundaries of the
elementary cell. In this case the Bragg resonance takes place when the exciton frequency coincides
with the high-frequency boundary of the photonic band gap, 2. The structures where wy is close
to wp are characterized by a relatively wide forbidden gap with a transparency window between wyq
and wp. We will call such structures quasi-Bragg in order to separate them from those where wp
lies far away from the photonic band gap. The polariton spectrum in the latter case consists of two
gaps — narrow exciton related gap near wy with the width ~ I'g and almost unperturbed photonic
band gap. We will refer to these structures as off-Bragg.

The exciton luminescence is not an exception and also depends on the relation between
wp and wp. Therefore, one should make a distinction between the luminescence of the quasi- and
off-Bragg structures. Eq. (4.40) allows a constructive analysis in both these cases. We consider in
details the case of quasi-Bragg structures and shortly discuss main features of the off-Bragg case.

It can be noted that the luminescence spectrum is mainly concentrated near the edges of the
bands of the exciton polaritons when wy is close to wg. Indeed, at frequencies inside the forbidden
gap the contribution to Z(w) of the exponentially big terms in the r.h.s. of Eq. (4.40) is cancelled by
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Figure 4.2: The luminescence spectrum and the polariton band structure are shown for quasi-Bragg
structures near the boundary of the first Brillouin zone. Smooth filling corresponds to the term
ISI2Y,, |g(m)|2. The lines are the level curves of §”. Frequency changes along the vertical axis
and the horizontal axis presents the detuning from the Bragg resonance measured as a ratio wp/wp.
(a) Pure MQW structure with parameters typical for Al,Ga;_,As/GaAs structures: T'g = 15 peV,
wo = 1.489 eV, v = 50 peV, also inhomogeneous broadening has been taken into account o = 200
ueV. (b) An example of MQW based photonic crystal. The exciton related parameters are the same
as in (a). The modulation of the index of refraction is taken to be n(z) = 3.4 + 0.1 cos?®(rz/2d).

the exponentially small transmission at these frequencies. Besides, at frequencies far away from the
wp the luminescence is subsided by the smallness of the exciton susceptibility. In a neighborhood of
the band edges Eq. (4.40) drastically simplifies. At such frequencies we can represent the spectral
parameter as § = 7+ i¢ and assume that € is sufficiently small resulting in N|¢| < 1. Obviously, this
approximation fails when ¢ is large which happens when the exciton frequency is essentially detuned
away from the Bragg resonance. However, it suffices for a semi-qualitative analysis.
At a vicinity of the band edges Eq. (4.35) takes a simple form
S(w) r 92— pgs |°
Y1

I(w) = ANE(W)ltn? T+p

(4.42)

As follows from this expression the intensity of the emitted field increases linearly with the number
of quantum wells as one should expect. This is the consequence of the transparency of the structure
at these frequencies and of the independence of the contributions of different wells to the radiated
field.

We would like to note that Eq. (4.42) can be simplified even more using the fact that
the last term changes very slowly in the region of frequencies under the interest. Indeed, near the
photonic band gap one has ha(z4)’ & 0, thus the last term reduces to |hag/vWh|>.

It is seen from Eq. (4.42) that the luminescence of the Bragg structures is relatively small.
The reason is that in this case there is a solid gap with the width A > max(T,7). As the result,
the edges of the gap are situated so far away from the exciton frequency that the intensity of the
field is essentially reduced by the exciton susceptibility. When the structure does not satisfy the
Bragg condition a transparency window appears which splits the gap into two parts. One part
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Figure 4.3: The fine structure of the luminescence spectrum. Smooth filling corresponds to the term
IS|23,., 1G(m)|>. The parameters of the structures are the same as in Fig. 4.2 except v = 10 peV
and ¢ = 0. (a) The MQW structure with a homogeneous dielectric function. (b) The MQW based
photonic crystal.

is detached from the exciton frequency and another is adjacent to it. Using the same reasoning
as above one can show that the luminescence spectrum is concentrated near the edges of the gap
adjacent to wo. The relatively smooth dependence of the luminescence spectrum on the frequency
and the period of the structure is modulated by strong frequency and period oscillations of the
transmission |tx|2. These oscillations constitute a fine structure of the luminescence spectrum and
become visible when the exciton broadening is sufficiently small. Numerical calculations using the
exact form of Z(w) shown in Figs. 4.2 and 4.3 qualitatively confirm these results. Fig. 4.2 shows the
luminescence spectrum together with the polariton stop band. Because of the exciton broadening, the
notion of the gap becomes ill-defined and, in particular, the edges of the gap can not be determined
unambiguously. However, at the frequency corresponding to the band edge in a system without
broadening the imaginary part of the polariton Bloch wave-number drastically increases what can
be traced on the level curves of 8" in Fig. 4.2. The outer curves correspond to the smallest value
of §”. It is seen that the maxima of the luminescence spectrum approximately follow these lines
with the change of the relation between the exciton frequency and the period of the structure. The
exact positions of the maxima are determined by an interplay between a smaller value of 6" (and,
hence, a higher transmission) and a smaller distance from the exciton frequency (a higher value of
S(w)). It is interesting to note that a clear difference exists between the luminescence spectra in
a MQW structure with a homogeneous dielectric function and in a MQW based photonic crystal.
The latter is clearly asymmetric with respect to the point of the Bragg resonance. It is related to
the asymmetrical structure of the polariton band gap in such structures. In a structure tuned to the
Bragg resonance the exciton frequency is not situated at the center of the forbidden gap as it is in
the case of the optical lattice but is rather shifted toward the high-frequency boundary of the gap.

Fig. 4.3 shows the luminescence spectrum for a sufficiently smaller value of the exciton
broadening so that the fine structure is clearly visible. It is constituted by maxima of the lumines-
cence following the period dependence of the resonances on transmission [104, 105]. These maxima
appear as the characteristic scars on the spectrum.
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The approximation used above is suitable while the structure is slightly detuned from the
Bragg resonance. A detailed analysis shows that when the detuning becomes essential jwy — wp| >
A the relevant approximation is to keep only the term o< |B|? in Eq. (4.40). It shows that the
luminescence spectrum is concentrated only near the exciton frequency wy with a characteristic
width determined by the parameters of the exciton susceptibility — radiative decay rate I'g and the
exciton broadening ~.
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Appendix A

Transfer matrix formalism

The transfer matrix technique has been reviewed in a lot of publications. Here, however,
we use this technique in a bit unusual aspect and, therefore, find it relevant to recall important
results.

There are transfer matrices of different kind. As the basic one serves the matrix built
for values of the electric field and its derivative. The formal reason for it is that Eq. (2.5) can
be considered as a Cauchy problem whose solution is specified by initial condition at some point
with coordinate z, i.e. by E(z) and E’(z). This approach has proved its power in problems with
piecewise constant dielectric function, e. The Maxwell equation can be easily solved in each region
of constancy of € and the solution is determined by the initial conditions at the boundary of this
region. This solution supplemented by the Maxwell boundary conditions at the point of jump of the
dielectric function gives the values of E and E’ that are considered as initial conditions for the next
region of the constancy and so on. The matrix relating these values is called transfer matrix

(Fe9)-res e (2)

However, this basis is rather formal and masks some features that are specific for propa-
gation of light along the structure. This inconvenience can be improved by choosing a special way
of constructing the transfer matrix. For example, the problem of scattering of light is naturally set
by giving the amplitude of incident, say on the left boundary, wave and obtaining the amplitudes of
transmitted and reflected waves. That is the field is sought in the form €% 4 re~*% at the left side
and in the form te*** at the right side. More generally, the field is represented in the form

E(Z) — a+einz + a_e—inz’

) ) A2
E(Z+d) — ag_eznz +al_e—znz ( )

and the transfer matrix (sometimes it is called a scattering matrix [106]) relates the amplitudes at
the left and the right boundaries
al N\ . fas
() -2(). a9

As follows from Eqs. (A.2), the transfer matrices written in these two bases are related by a similarity
transformation, T = W, 1 (2)Ty(z + d, 2)We(z), where

Wa(z) = (e e _) . (A.4)

iK€ —iKe
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Another important way to introduce a transfer matrix (see e.g. Ref. [107]) is based on
a possibility of a representation of the solution of the Maxwell equation as a sum of two linearly
independent functions, f; 2(2), with modulated amplitudes

E(z) = ¢1(2)h1(2) + ca(2)ha(2),

E'(2) = ca (2 () + eal ) 2). (A5)

Now, the transfer matrix gives the relation between the amplitudes at different points, usually a
period of structure apart,

az+d)\ _ c1(2)
(62 e d)) — Th(d) (02 (z)> . (A.6)
From Eq. (A.5) follows that
Th(d) = W (z + d)Ty(z + d, 2) Wa(2), (A.7)

where Wh(z) is the Wronsky matrix

= _ [(hi(z) ha(2)
W)= (3 1) (A8)

Eq. (A.8) allows to derive a relation between transfer matrices obtained for a different choice of the
basis functions A1 .

The relation between the transfer matrices written in the bases of plane waves and a pair
of linearly independent functions is written as

T = M(d/2)Th(d)M~*(-d/2), (A.9)
where M(z) = W 1(0)W,(z). Substitution of Eqs. (A.4) and (A.8) gives
hy(2) + hl—fjl ha(2) + h—sz—)

2\ o) - B py(s) - 22

[ Mol

M(z) = (A.10)

All different bases to write the transfer matrix have their advantages and disadvantages.
For example, the basis of a pair of linearly independent functions is naturally related to solutions
of the differential equation, is easy to find but is inconvenient for solution of scattering problems.
The fact that, generally, it is not related to Ty by a similarity transformation [see Eq. (A.7)] makes
it difficult to consider the spectrum problem in the frameworks of this basis. Indeed, divergence
or vanishing the amplitudes c¢; 2 themselves says nothing about the behavior of the field. It is
necessary to consider additionally details of the dependence of the basis functions. Therefore, to
solve the spectrum problem it is not enough to look at the transfer matrix itself but it is necessary to
solve an appropriate boundary value problems for amplitudes ¢; 2. The basis of plane waves, on the
contrary, is the most suitable for solution of such problem since the transfer matrix itself contains
all the information one needs. However, finding of the transfer matrix in this basis calls extra
efforts because it requires a solution of a differential equation with boundary conditions. Therefore,
conversion rule from one basis to another similar to Eq. (A.9) is very useful.

Concluding, a solution of a particular problem using the transfer matrix technique can be
quite straightforward provided by using different bases for representation of transfer matrix — the
most convenient for particular sub-problems.
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Summary

The thesis is devoted to an analysis of optical properties of quantum heterostructures —
the structures characterized by a periodic spatial arrangement of elements with optically active exci-
tations (e.g. excitons). These structures are the merging point of two active trends — conventional
photonic crystals and optical lattices. In the present thesis the one-dimensional situation (photonic
crystals based on multiple-quantum-well structures) is considered and the following most important
results have been obtained.

1. An effective approach for the description of propagation of the electromagnetic waves in the
structures under consideration has been developed. This approach takes into account an
arbitrary spatial modulation of the dielectric function, an arbitrary form of the exciton states,
an arbitrary angle of propagation of the electromagnetic wave and its polarization state. This
approach is naturally free from the problem of the eigenstates in media with dispersion and
absorption.

2. The exciton polariton dispersion law has been studied in details for a special case when the
modulation of the dielectric function possesses the mirror symmetry. It is shown that the
interaction of light with excitons can lead to an essential modification of the spectrum of
electromagnetic waves when a special condition of an optimal coupling between the quantum
wells is met (the Bragg resonance). In the simplest case of consistent symmetry of the dielectric
function and the exciton wavefunction this condition is the coincidence of the exciton resonance
frequency and the high-frequency boundary of the photonic band gap existing in a passive
structure with the same modulation of the dielectric function. The polariton spectrum is
characterized by a solid gap with the width equal to the Pythagorean sum of the photonic and
the excitonic gap widths.

3. The effect of a complex structure of the exciton states on the polariton spectrum has been
analyzed. This effect can be significant in special structures with sufficiently close quantum
wells in the elementary cell. In this case the hybridization of the exciton states localized in
different wells results in the states with different symmetries and close energies. It is shown
that in this case the optical mixing of the exciton states appears. The exciton related optical
peculiarities (e.g. on transmission and reflection spectra) appear at such frequencies as if there
were an additional interaction between the excitons.

4. The general approach for an analysis of the optical spectra of the finite quantum heterostruc-
tures has been developed. One of the key features of this approach is that a single quantum
well embedded in a dielectric environment allows description as a quantum well in a vacuum
but with modified excitonic susceptibility and the optical width. These modifications allow
relatively simple taking into account the angular and the polarization dependencies of the
optical spectra. The introduction of these effective quantities establishes a relation between
the results obtained in the particular case of a homogeneous multiple-quantum-well structure
and in the general case of a resonant photonic crystal.
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. It is shown that one of the specific features of the spectrum of quantum heterostructures
is vanishing reflection at one of the frequencies, wy,;,, where the different contributions to
the scattering of light (scattering by the inhomogeneities of the dielectric function and by
the excitons) become equal. This effect has the same origin as the Fano resonance. The
characteristic frequency wmi, depends upon the spatial distribution of the dielectric function
and plays the role of the Fano parameter.

. Optical spectra of finite structures with a “defect” layer at the middle have been studied. A
special attention has been paid to Q-defect. It is shown that there exists a resonant drop of
the reflection, also with the same origin as the Fano resonance. This is the important feature
of this effect that the drop occurs not at the frequency of the defect layer but is rather shifted
away from it. The magnitude of the shift is determined, in particular, by the whole structure
and can be made essential comparing with the values of the homogeneous and inhomogeneous
broadenings. As the result the effect of the broadenings can be made quite small leading to
extremely small values of the reflection at the frequency of the drop.

. General effects of the homogeneous and inhomogeneous broadenings on the optical spectra
have been considered. It is shown that the approximation of the inhomogeneous broadening is
exact when one considers only the specular component of the scattered wave. It is shown that
because of different frequency dependencies of homogeneously and inhomogeneously broadened
excitonic susceptibilities these broadenings lead to different modifications of the reflection
spectrum. This allows a principal possibility of independent measurements of the broadenings.

. Using the approaches developed, the problem of the exciton luminescence in the resonant pho-
tonic crystals has been solved. It is shown that luminescence spectrum is mostly concentrated
near the edges of the forbidden gaps in the polariton spectrum. The spectrum is modulated
by the exciton susceptibility and the transmission coefficient. The latter has strong frequency
dependence near the edge of the gap. This leads to a strong frequency modulation of the
luminescence spectrum which becomes visible when the broadenings in the system become
sufficiently small.
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